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PREFACE

This book grew out of notes developed for a course in biomedical imaging in the
Electrical and Computer Engineering Department at the University of Illinois at
Urbana-Champaign. As part of the IEEE Press Series in Biomedical Engineering,
the approach and level of the material are aimed at junior- to senior-level undergrad-
uates in bioengineering and/or other engineering disciplines. The content, however,
should also be suitable for practitioners in more clinically related professions in which
imaging plays an important role. One of the major goals was to prepare a textbook
that would be suitable for a one-semester course, with an integrated and consistent
description of each imaging modality. This involved choosing areas to discuss in de-
tail, survey, or ignore. Sources of additional material not included in this book are
suggested at the end of this preface.

The approach of this book is to cover physical principles, instrumental design,
data acquisition strategies, image reconstruction techniques, and clinical applications
of the four imaging techniques most commonly used in clinical medicine as well
as in academic and commercial research. The first four chapters cover, respectively,
X-ray and computed tomography, nuclear medicine, ultrasonic imaging, and magnetic
resonance imaging. In each chapter, particular emphasis is placed on the basic science
and engineering design involved in each imaging modality. Recent developments,
such as multislice spiral computed tomography, harmonic and subharmonic ultrasonic
imaging, multislice positron emission tomography, and functional magnetic resonance
imaging, are also highlighted. The sections on clinical applications are relatively brief,
comprising a few examples illustrative of the types of images that provide useful
diagnostic information. Many hundreds of specialized diagnostic clinical imaging
books exist, written by authors far more expert in these areas. The fifth chapter
deals with general image characteristics, such as spatial resolution and signal-to-
noise ratio, common to all of the imaging modalities. Finally, two appendices cover
basic mathematics and transform methods, again common to many of the modalities.
Suggestions are made at the end of each chapter for further reading. These lists
comprise a selection of original “classic” papers in each field, recent books and
review articles covering specific aspects of an area in considerably more detail than
possible here, and a list of journals specific to the particular imaging modality. These
selections are by necessity somewhat subjective and certainly not comprehensive.
Those readers interested in historical aspects of the development of medical imaging

Xi
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should consult the elegant and succinct description in Chapter 1 of the book by
S. Webb or the expansively detailed account in the book by B. H. Kevles, both listed
in the Further Reading section below.
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X-Ray Imaging and
Computed Tomography

1.1. GENERAL PRINCIPLES OF IMAGING WITH X-RAYS

X-ray imaging is a transmission-based technique in which X-rays from a source
pass through the patient and are detected either by film or an ionization chamber on
the opposite side of the body, as shown in Figure 1.1, Contrast in the image between
different tissues arises from differential attenuation of X-rays in the body. For example,
X-ray attenuation is particularly efficient in bone, but less so in soft tissues. In planar
X-ray radiography, the image produced is a simple two-dimensional projection of the
tissues lying between the X-ray source and the film. Planar X-ray radiography is used
for a number of different purposes: intravenous pyelography (IVP) to detect diseases
of the genitourinary tract including kidney stones; abdominal radiography to study
the liver, bladder, abdomen, and pelvis; chest radiography for diseases of the lung and
broken ribs; and X-ray fluoroscopy (in which images are acquired continuously over a
period of several minutes) for a number of different genitourinary and gastrointestinal
diseases.

Planar X-ray radiography of overlapping layers of soft tissue or complex bone
structures can often be difficult to interpret, even for a skilled radiologist. In these
cases, X-ray computed tomography (CT) is used. The basic principles of CT are
shown in Figure 1.2. The X-ray source is tightly collimated to interrogate a thin
“slice” through the patient. The source and detectors rotate together around the patient,
producing a series of one-dimensional projections at a number of different angles.
These data are reconstructed to give a two-dimensional image, as shown on the right
of Figure 1.2. CT images have a very high spatial resolution (~1 mm) and provide
reasonable contrast between soft tissues. In addition to anatomical imaging, CT is the
imaging method that can produce the highest resolution angiographic images, that is,

1



2 X-RAY IMAGING AND COMPUTED TOMOGRAPHY

FIGURE 1.1. (Left) The basic setup for X-ray imaging. The collimator restncts the beam of
X-rays so as to irradiate only the region of interest. The antiscatter grid increases tissue contrast
by reducing the number of detected X-rays that have been scattered by tissue. (Right) A typical
planar X-ray radiograph of the chest, in which the highly attenuating regions of bone appear white.

images that show blood flow in vessels. Recent developments in spiral and multislice
CT have enabled the acquisition of full three-dimensional images in a single patient
breath-hold.

The major disadvantage of both X-ray and CT imaging is the fact that the technique
uses ionizing radiation. Because ionizing radiation can cause tissue damage, there is a
limit on the total radiation dose per year to which a patient can be subjected. Radiation
dose is of particular concern in pediatric and obstetric radiology.

1.2. X-RAY PRODUCTION

The X-ray source is the most important system component in determining the overall
image quality. Although the basic design has changed little since the mid-1900s,
there have been considerable advances in the past two decades in designing more

FIGURE 1.2. (Left) The principle of computed tomography with an X-ray source and detector
unit rotating synchronously around the patient. Data are essentially acquired continuously during
rotation. (Right) An example of a single-slice CT image of the brain.
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efficient X-ray sources, which are capable of delivering the much higher output levels
necessary for techniques such as CT and X-ray fluoroscopy.

1.2.1. The X-Ray Source

The basic components of the X-ray source, also referred to as the X-ray tube, used
for clinical diagnoses are shown in Figure 1.3. The production of X-rays involves
accelerating a beam of electrons to strike the surface of a metal target. The X-ray
tube has two electrodes, a negatively charged cathode, which acts as the electron
source, and a positively charged anode, which contains the metal target. A potential
difference of between 15 and 150 kV is applied between the cathode and the anode; the
exact value depends upon the particular application. This potential difference is in the
form of a rectified alternating voltage, which is characterized by its maximum value,
the kilovolts peak (kV,). The maximum value of the voltage is also referred to as the
accelerating voltage. The cathode consists of a filament of tungsten wire (~200 «m
in diameter) coiled to form a spiral ~2 mm in diameter and less than 1 cm in height.
An electric current from a power source passes through the cathode, causing it to heat
up. When the cathode temperature reaches ~2200°C the thermal energy absorbed
by the tungsten atoms allows a small number of electrons to move away from the
metallic surface, a process termed thermionic emission. A dynamic equilibrium is set

FIGURE 1.3. A schematic of an X-ray source used for clinical imaging.
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FIGURE 1.4. (Top) A negatively charged focusing cup within the X-ray cathode produces a tightly
focused beam of electrons and increases the electron flux striking the tungsten anode. (Bottom)
The effect of the anode bevel angle 6 on the effective focal spot size f and the X-ray coverage.

up, with electrons having sufficient energy to escape from the surface of the cathode,
but also being attracted back to the metal surface.

The large positive voltage applied to the anode causes these free electrons created
at the cathode surface to accelerate toward the anode. The spatial distribution of these
electrons striking the anode correlates directly with the geometry of the X-ray beam
that enters the patient. Since the spatial resolution of the image is determined by the
effective focal spot size, shown in Figure 1.4, the cathode is designed to produce
a tight, uniform beam of electrons. In order to achieve this, a negatively charged
focusing cup is placed around the cathode to reduce divergence of the electron beam.
The larger the negative potential applied to the cup, the narrower is the electron beam.
If an extremely large potential (~2kV) is applied, then the flux of electrons can be
switched off completely. This switching process forms the basis for pulsing the X-ray
source on and off for applications such as CT, covered in Section 1.10.

At the anode, X-rays are produced as the accelerated electrons penetrate a few
tens of micrometers into the metal target and lose their kinetic energy. This energy is
converted into X-rays by mechanisms covered in detail in Section 1.2.3. The anode
must be made of a metal with a high melting point, good thermal conductivity, and
low vapor pressure (to enable a vacuum of less than 10~7 bar to be established within
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the vessel). The higher the atomic number of the metal in the target, the higher is the
efficiency of X-ray production, or radiation yield. The most commonly used anode.
metal is tungsten, which has a high atomic number of 74, a high melting point of
3370°C, and the lowest vapor pressure, 10~ bar at 2250°C, of all metals. Elements
with higher atomic number, such as platinum (78) and gold (79), have much lower
melting points and so are not practical as anode materials. For mammography, in
which the X-rays required are of much lower energy, the anode usually consists of
molybdenum rather than tungsten. Even with the high radiation yield of tungsten,
most of the energy absorbed by the anode is converted into heat, with only ~1% of
the energy being converted into X-rays. If pure tungsten is used, then cracks form in
the metal, and so a tungsten-rhenium alloy with between 2% and 10% rhenium has
been developed to overcome this problem. The target is about 700 m thick and is
mounted on the same thickness of pure tungsten. The main body of the anode is made
from an alloy of molybdenum, titanium, and zirconium and is shaped into a disk.

As shown in Figure 1.4, the anode is beveled, typically at an angle of 5-20°, in
order to produce a small effective focal spot size, which in turn reduces the geometric
“unsharpness” of the X-ray image (Section 1.6.2). The relationship between the actual
focal spot size F and the effective focal spot size f is given by

f = Fsiné (.1

where 8 is the bevel angle. Values of the effective focal spot size range from 0.3 mm
for mammography to between 0.6 and 1.2 mm for planar radiography. In practice,
most X-ray tubes contain two cathode filaments of different sizes to give the option
of using a smaller or larger effective focal spot size. The effective focal spot size can
also be controlled by increasing or decreasing the value of the negative charge applied
to the focusing cup of the cathode.

The bevel angle 6 also affects the coverage of the X-ray beam, as shown in Fig-
ure 1.4. The approximate value of the coverage is given by

coverage = 2(source-to-patient distance) tan g (1.2)

All of the components of the X-ray system are contained within an evacuated vessel.
In the past, this was constructed from glass, but more recently glass has been replaced
by a combination of metal and ceramic. The major disadvantage with glass is that
vapor deposits, from both the cathode filament and the anode target, form on the inner
surface of the vessel, causing electrical arcing and reducing the life span of the tube.
The evacuated vessel is surrounded by oil for both cooling and electrical isolation.
The whole assembly is surrounded by a lead shield with a glass window, through
which the X-ray beam is emitted.

1.2.2. X-Ray Tube Current, Tube Output, and Beam Intensity

The tube current (mA) of an X-ray source is defined in terms of the number of electrons
per second that travel from the tungsten cathode filament to the anode. Typical values
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of the tube current are between 50 and 400 milliamps for planar radiography and
up to 1000mA for CT. Much lower tube currents are used in continuous imaging
techniques such as fluoroscopy. If the value of kV,, is increased, the tube current also
increases, until a saturation level is reached. This level is determined by the maximum
temperature in, or current through, the cathode filament. X-ray tubes are generally
characterized in terms of either the tube output or tube power rating. The tube output,
measured in watts, is defined as the product of the tube current and the applied
potential difference between the anode and cathode. In addition to the kV,, value, the
tube output also depends upon the strength of the vacuum inside the tube. A stronger
vacuum enables a higher electron velocity to be established, and also a greater number
of electrons to reach the anode, due to reduced interactions with gas molecules. A high
tube output is desirable in diagnostic X-ray imaging because it means that a shorter
exposure time can be used, which in turn decreases the possibility of motion-induced
image artifacts in moving structures such as the heart.

The tube power rating is defined as the maximum power dissipated in an exposure
time of 0.1 s. For example, a tube with a power rating of 10 kW can operate at akV,
of 80 kV with a tube current of 1.25 A for 0.1 s. The ability of the X-ray source to
achieve a high tube output is ultimately limited by anode heating. The anode rotates
at roughly 3000 rpm, thus increasing the effective surface area of the anode and
reducing the amount of power deposited per unit area per unit time. The maximum
tube output is, to a first approximation, proportional to the square root of the rotation
speed. Anode rotation is accomplished using two stator coils placed close to the neck
of the X-ray tube, as shown in Figure 1.3. The magnetic field produced by these stator
coils induces a current in the copper rotor of the induction motor which rotates the
anode. A molybdenum stem joins the main body of the anode to the rotor assembly.
Because molybdenum has a high melting point and low thermal conductivity, heat
loss from the anode is primarily via radiation through the vacuum to the vessel walls.

The intensity ! of the X-ray beam is defined to be the power incident per unit
area and has units of joules/square meter. The power of the beam depends upon two
factors, the total number of X-rays and the energy of these X-rays. The number of
X-rays produced by the source is proportional to the tube current, and the energy of
the X-ray beam is proportional to the square of the accelerating voltage. Therefore,
the intensity of the X-ray beam can be expressed as

I o (kV,)*(mA) (1.3)

In practice, the intensity is not uniform across the X-ray beam, a phenomenon known
as the heel effect. This phenomenon is due to differences in the distances that X-rays
created in the anode target have to travel through the target in order to be emitted.
This distance is longer for X-rays produced at the “anode end” of the target than at
the “cathode end.” The greater distance at the anode end results in greater absorption
of the X-rays within the target and a lower intensity emitted from the source. An
increase in the bevel angle can be used to reduce the magnitude of the heel effect, but
this also increases the effective focal spot size.
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FIGURE 1.5. A typical X-ray energy spectrum produced from a tube with a kV, value of 150 keV,
using a tungsten anode. Low-energy X-rays (dashed line) are absorbed by the components of
the X-ray tube itself. Characteristic radiation lines from the anode occur at approximately 60 and
70 keV.

1.2.3. The X-Ray Energy Spectrum

The output of the source consists of X-rays with a broad range of energies, as shown in
Figure 1.5. High-energy electrons striking the anode generate X-rays via two mech-
anisms: bremsstrahlung, also called general, radiation and characteristic radiation.
Bremsstrahlung radiation occurs when an electron passes close to a tungsten nucleus
and is deflected by the attractive force of the positively charged nucleus. The kinetic
energy lost by the deflected electron is emitted as an X-ray. Many such encounters
occur for each electron, with each encounter producing a partial loss of the total ki-
netic energy of the electron. These interactions result in X-rays with a wide range
of energies being emitted from the anode. The maximum energy En.x of an X-ray
created by this process corresponds to a situation in which the entire kinetic energy
of the electron is transformed into a single X-ray. The value of E,,, (in units of keV)
therefore corresponds to the value of the accelerating voltage kVp. The efficiency n
of bremsstrahlung radiation production is given by

n =k(kVp)Z 1.4
where k is a constant (with a value of 1.1 x 10~° for tungsten) and Z is the atomic

number of the target metal. Bremsstrahlung radiation is characterized by a linear
decrease in X-ray intensity with increasing X-ray energy. However, many X-rays
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FIGURE 1.6. The atomic structure of a model element showing the maximum number of elec-
trons that can occupy the K, the L, and the M shells.

with low energies are absorbed within the X-ray tube and its housing, resulting in the
“internally filtered” spectrum shown in Figure 1.5. Additional filters external to the
tube are used in order to reduce further the number of X-rays with low energies that
are emitted from the tube because such X-rays do not have sufficient energy to pass
through the patient and reach the detector, and therefore add to the patient dose, but
are not useful for imaging. For values of kV, up to 50 kV, 0.5-mm-thick aluminum
is used; between 50 and 70 kV, 1.5-mm-thick aluminum is used; and above 70 kV,
2.5-mm-thick aluminum is used. These filters can reduce skin dose by up to a factor of
80. For mammography studies, where the kV,, value is less than 30 kV, a 30-um-thick
molybdenum filter is typically used.

Sharp peaks are also present in the X-ray energy spectrum, and these arise from the
second mechanism, characteristic radiation. Surrounding the nucleus of any atom are
a number of electron “shells” as shown in Figure 1.6. The innermost shell is termed
the K shell (with a maximum occupancy of 2 electrons), and outside this are the L
shell (maximum 8 electrons), M shell (maximum 18 electrons), etc. The electrons
in the K shell have the highest binding energy, that is, they are bound the tightest
of all electrons. When electrons accelerated from the cathode collide with a tightly
bound electron in the K shell of the tungsten anode, a bound electron is ejected, and
the resulting “hole” is filled by an electron from an outer shell. The loss in potential
energy due to the different binding energies of the electrons in the inner and the outer
shells is radiated as a single X-ray. This X-ray corresponds to a characteristic radiation
line, such as shown in Figure 1.5.

An electron from the cathode must have an energy greater than 70 keV to eject a
K-shell electron from the tungsten anode. An electron that falls from the L shell to fill
the hole in the K shell has abinding energy of ~11 keV, and therefore the characteristic
X-ray emitted from the anode has an energy of ~59keV. The actual situation is
more complicated, because electrons within the L shell can occupy three different
sublevels, each having slightly different binding energies. There are also additional
characteristic lines in the energy spectrum corresponding to electron transitions from
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the M to the K shell, and from the N to the K shell. There is no characteristic radiation
below a kV,, value of 70 kV, but between kV,, values of 80 and 150 kV characteristic
radiation makes up between 10% and 30% of the intensity of the X-ray spectrum.

Although the X-ray energy spectrum is inherently polychromatic, it can be charac-
terized in terms of an effective, or average, X-ray energy, the value of which usually
lies between one-third and one-half of E,,,. For example, an X-ray source with a
tungsten anode operating at akV,, of 150kV has an effective X-ray energy of approx-
imately 68 keV.

1.3. INTERACTIONS OF X-RAYS WITH TISSUE

Contrast between tissues in X-ray images arises from differential attenuation of the
X-rays as they pass from the source through the body to the film or detector. A certain
fraction of X-rays pass straight through the body and undergo no interactions with
tissue: these X-rays are referred to as primary radiation. Alternatively, X-rays can be
scattered, an interaction that alters their trajectory between source and detector: such
X-rays are described as secondary radiation. Finally, X-rays can be absorbed com-
pletely in tissue and not reach the detector at all: these constitute absorbed radiation.
In the X-ray energy range (25-150keV) used for diagnostic radiology, three domi-
nant mechanisms describe the interaction of X-rays with tissue: coherent scatter and
Compton scatter are both involved in the production of secondary radiation, whereas
photoelectric interactions result in X-ray absorption.

1.3.1. Coherent Scattering

Coherent, also called Rayleigh, scattering represents a nonionizing interaction be-
tween X-rays and tissue. The X-ray energy is converted into harmonic motions of
the electrons in the atoms in tissue. The atom then reradiates this energy in a random
direction as a secondary X-ray with the same wavelength as the incident X-ray. There-
fore, coherent scatter not only reduces the number of X-rays reaching the detector, but
also alters the X-ray trajectory between source and detector. The probability P.oherent
of a coherent scattering event is given by

Z8/3

eff
T (1.5)

Peoherent X

where E is the energy of the incident X-rays and Z. is the effective atomic number
of the tissue. Muscle has a Z.i of 7.4, whereas bone, containing calcium, has a value
close to 20. For X-rays with energies in the diagnostic range, coherent scattering
typically only accounts for between 5% and 10% of the interactions with tissue.

1.3.2. Compton Scattering

Compton scattering refers to the interaction between an incident X-ray and a loosely
bound electron in an outer shell of an atom in tissue. A fraction of the X-ray energy is
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FIGURE 1.7. (Left). A schematic of Compton scattering of an incident X-ray by an atom in tissue.
(Right) Compton scattering of the incident X-ray with energy Ex inc and momentum pxnc by @
loosely bound electron with energy Eg nound Produces a scattered X-ray with energy Ex scat and
momentum px scat and a free electron with energy E, tree and momentum De tree.

transferred to the electron, the electron is ejected, and the X-ray is deflected from its
original path as shown in Figure 1.7. If the angle of deflection 8 is relatively small,
then the scattered X-ray has a similar energy to that of the incident X-ray and has
sufficient energy to pass through the body and be detected by the film.

The energy of the scattered X-ray can be calculated by applying the laws of con-
servation of momentum and energy. In this case, conservation of momentum can be
expressed as

Pe.free = PXinc — PX,scat (1.6)
where p represents momentum. The equation for the conservation of energy is
EX.inc + Ee,bound = EX,scat + Ee.free (1~7)

After some algebraic manipulation, the energy of the Compton-scattered X-ray is
given by

EX,inc

1 + (Ex.inc/mc2)(1 — cos 6) (1.8)

EX,scat =

where m is the mass of the ejected electron and ¢ is the speed of light. Table 1.1 shows
the energy of Compton-scattered X-rays as a function of the incident X-ray energy
and scattering angle. The relatively small difference in energy between incident and
scattered X-rays means that secondary radiation is detected with approximately the
same efficiency as primary radiation.

The probability of an X-ray undergoing Compton scattering is essentially inde-
pendent of the effective atomic number of the tissue, is linearly proportional to the
tissue electron density, and is weakly dependent on the energy of the incident X-ray.
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TABLE 1.1. The Energies of Compton-Scattered X-Rays as a Function of Scattering
Angle for Various Energies of Incident X-Rays

Energy of Compton-scattered X-rays (keV)

Scattering

angle (deg) Exinc =25 Ex inc =50 Ex inc- =100 Ex inc = 150
30 24.8 49.4 97.5 144 4
60 244 47.7 91.2 131.0
20 23.8 419 721 94.6

Considering these factors in turn, the independence with respect to atomic number
means that scattered X-rays contain little contrast between, for example, soft tissue,
fat, and bone. A small degree of contrast does arise from the differences in electron
density, which have values of 3.36 x 102 electrons per gram for muscle, 3.16 x 102
electrons per gram for fat, and 5.55 x 10%* electrons per gram for bone. As described
inthe next section, photoelectric interactions (which produce excellent tissue contrast)
are highly unlikely to occur at high incident X-ray energies. The weak dependence
of the probability of Compton scattering on the incident X-ray energy means that
Compton scattering is the dominant interaction at high energies and results in poor
image contrast at these energies.

1.3.3. The Photoelectric Effect

Photoelectric interactions in the body involve the energy of an incident X-ray being
absorbed by an atom in tissue, with a tightly bound electron being emitted from the
K or L shell as a “photoelectron,” as shown in Figure 1.8. The kinetic energy of the

FIGURE 1.8. A schematic of the first two stages of absorption of an X-ray in tissue via a photo-
electric interaction. Almost all of the energy of the incident X-ray is transferred to the ejected
photoelectron.
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photoelectron is equal to the difference between the energy of the incident X-ray and
the binding energy of the electron. A second electron from a higher energy level then
fills the “hole” created by the ejection of the photoelectron, a process accompanied
by the emission of a “characteristic” X-ray with an energy equal to the difference
in the binding energies of the outer electron and the photoelectron. If the energy of
the incident X-ray is lower than the K-shell binding energy, then the photoelectron
is ejected from the L shell. If the incident X-ray has sufficient energy, then a K-shell
electron is emitted and an L- or M-shell electron fills the hole. The characteristic X-ray
has a very low energy and is absorbed within a short distance. For example, the 4-keV
characteristic radiation from a photoelectric interaction with a calcium atom in bone
only travels about 0.1 mm in tissue. The net result of the photoelectric effect in tissue
is that the incident X-ray is completely absorbed and does not reach the detector.

There is also a second, less common form of the photoelectric interaction, in which
the difference between the inner and the outer electron binding energies is transferred
to an outer shell electron (Auger electron), which then escapes, leaving a nucleus with
a double-positive charge. The two electron-shell vacancies are filled by other outer
electrons, producing very low energy characteristic X-rays or further Auger electrons.
Again, no radiation, neither photoelectrons nor characteristic radiation, reaches the
detector.

probability of a
photoelectric interaction
A
calcium
............................ oxygen
—>
0 5 10 15 20 25 30

X-ray energy (keV)

FIGURE 1.9. A plot of the probability of a photoelectric interaction as a function of the incident
X-ray energy for oxygen (water, tissue) and calcium (bone). The K-edge at 4 keV for calcium
results in much higher attenuation of X-rays for bone at low X-ray energies.
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For energies of the incident X-rays less than the binding energy of the inner K
electrons, photoelectric interactions are limited to the ejection of L- and M-shell
electrons. However, at an energy just higher than the K-shell binding energy, the
probability of photoelectric interactions increases dramatically, typically by a factor
of five to eight. This phenomenon is known as the “K-edge.” Above this energy, the
photoelectric interaction probability Py is given by

3

z
Pre o 5 (1.9)

Figure 1.9 shows the probability of photoelectric interactions for 20 and 2°Ca, illus-
trating both the higher attenuation for 2°Ca, due to its higher atomic number, and
also its K-edge at 4 keV. At low energies of the incident X-rays there is, therefore,
excellent contrast between bone and tissue. However, equation (1.9) also shows that
photoelectric attenuation of X-rays drops off very rapidly as a function of the incident
X-ray energy.

1.4. LINEAR AND MASS ATTENUATION COEFFICIENTS OF
X-RAYS IN TISSUE

Attenuation of the intensity of the X-ray beam as it travels through tissue can be
expressed mathematically by

I = lpe™™* (1.10)

where Iy is the intensity of the incident X-ray beam, I, is the X-ray intensity at
a distance x from the source, and p is the linear attenuation coefficient of tissue
measured in cm™'. A high value of the constant i corresponds to efficient absorption
of X-rays by tissue, with only a smail number of X-rays reaching the detector. The
value of y can be represented by the sum of individual contributions from each of the
interactions between X-rays and tissue described in the previous section:

M = Uphotoelectric + HCompton + Mcoherent (1.11)

Figure 1.10 shows the contributions of the photoelectric interactions and Comp-
ton scattering (coherent scattering is usually ignored due to its small effect) to the
linear attenuation coefficient of tissue as a function of the incident X-ray energy. The
contribution from photoelectric interactions dominates at lower energies, whereas
Compton scattering is more important at higher energies. X-ray attenuation is often
characterized in terms of a mass attenuation coefficient, equal to the linear attenua-
tion coefficient divided by the density of the tissue. Figure 1.10 also plots the mass
attenuation coefficient of fat, bone, and muscle as a function of the incident X-ray
energy. At low incident X-ray energies bone has much the highest mass attenuation
coefficient. The probability of photoelectric interactions is much higher in bone than
tissue because bone contains calcium, which has a relatively high atomic number.
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FIGURE 1.10. (Left) The relative contributions from Compton scattering and photoelectric inter-
actions to the linear attenuation coefficient in soft tissue as a function of the incident X-ray energy.
The dashed lines represent straight-line approximations to the relative contributions, with the
solid line representing actual experimental data corresponding to the sum of the contributions.
(Right) The mass attenuation coefficient in bone, muscle, and fat as a function of X-ray energy.

As the incident X-ray energy increases, the probability of photoelectric interactions
decreases and the value of the mass attenuation coefficient becomes much lower.
At X-ray energies greater than about 80 keV, Compton scattering is the dominant
mechanism, and the difference in the mass attenuation coefficients of bone and soft
tissue is less than a factor of two. At incident X-ray energies greater than around
120 keV, the mass attenuation coefficients for bone and soft tissue are very similar.
Figure 1.10 also shows that differentiation between soft tissues, such as fat and muscle,
isrelatively difficult using X-rays. This is because the effective atomic number of mus-
cle (7.4) is only slightly higher than that of fat (5.9). Low-energy X-rays produce a
reasonable amount of contrast, but at higher energies little differentiation is possible
because the electron density of both species is very similar.

A parameter used commonly to characterize X-ray attenuation in tissue is the
half-value layer (HVL), which is defined as the thickness of tissue that attenuates the
intensity of the X-ray beam by a factor of one-half. From equation (1.10) the value of
the HVL is given by (In 2)/.. Table 1.2 lists values of the HVL for muscle and bone
at four different values of the energy of the incident X-rays. The data in Table 1.2
indicate that the vast majority of the X-rays from the source are actually absorbed in
the patient. For chest radiographs only about 10% of the incident X-rays are detected,
that is, 90% are attenuated in the body. Other examinations result in even higher X-ray
absorption: 95% for mammograms and 99.5% for abdominal scans.

As described at the end of Section 1.2.3, the effective X-ray energy from a source
using a tungsten anode is around 68 keV. However, in calculating the HVL and
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TABLE 1.2. The Half-Value Layer (HVL) for Muscle and Bone as
a Function of the Energy of the Incident X-Rays

X-ray energy (keV) HVL, muscle (cm) HVL, bone (cm)
30 1.8 0.4
50 3.0 1.2
100 39 2.3
150 4.5 2.8

attenuation characteristics of tissue, the phenomenon of “beam hardening” must be
considered. From Figure 1.10 it is clear that the lower energy X-rays in the beam
are attenuated preferentially in tissue, and so the average energy of the X-ray beam
increases as it passes through tissue. If the X-rays have to pass through a large amount
of tissue, such as in abdominal imaging, then beam hardening reduces image contrast
by increasing the proportion of Compton-scattered X-rays due to the higher effective
energy of the X-ray beam. Beam hardening must be corrected for in CT scanning,
otherwise significant image artifacts can result, as outlined in Section 1.11.1.

1.5. INSTRUMENTATION FOR PLANAR X-RAY IMAGING

This section covers the remaining components of an X-ray imaging system. A typical
system comprises a variable field-of-view (FOV) collimator, which restricts the X-ray
beam to the desired imaging dimensions, an antiscatter grid to reduce the contribution
of scattered X-rays to the image, and a combined intensifying screen/X-ray film to
record the image.

1.5.1. Collimators

The geometry of the X-ray beam emanating from the source, as indicated in Figure 1.1,
is a divergent beam. Often, the dimensions of the beam when it reaches the patient are
larger than the desired FOV of the image. This has two undesirable effects, the first
of which is that the patient dose is increased unnecessarily. The second effect is that
the number of Compton-scattered X-rays contributing to the image is greater than if
the extent of the beam had been matched to the image FOV. In order to restrict the
dimensions of the beam, a collimator, also called a beam restrictor, is placed between
the X-ray source and the patient. The collimator consists of sheets of lead, which can
be slid over one another to restrict the beam in either one or two dimensions.

1.5.2. Antiscatter Grids

Ideally, all of the X-rays reaching the detector would be primary radiation, with no
contribution from Compton-scattered X-rays. In this case, image contrast would be
affected only by differences in attenuation from photoelectric interactions in the
various tissues. However, in practice, a large number of X-rays that have undergone
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Film Film Film

FIGURE 1.11. The effect of Compton scattering on the X-ray image. A highly attenuating pathol-
ogy is represented as a black object within the body. (Left) The ideal situation in which only
photoelectric interactions occur leading to complete X-ray attenuation in the pathology. (Center)
As the contribution of Compton-scattered X-rays to the image increases, the image contrast is
reduced. (Right) In the case where only Compton-scattered X-rays are detected, image contrast
is almost zero.

Compton scattering reach the detector. As mentioned previously, the contrast between
tissues from Compton-scattered X-rays is inherently low. In addition, secondary radi-
ation contains no useful spatial information and is distributed randomly over the film,
thus reducing image contrast further. The effect of scattered radiation on the X-ray
image is shown schematically in Figure 1.11. If the assumption is made that scattered
radiation is uniformly distributed on the X-ray film, then the image contrast is reduced
by a factor of (1 + R), where R is the ratio of secondary to primary radiation. The
value of R depends upon the FOV of the image. For a small FOV, below about 10 cm,
the contribution of scattered radiation is proportional to the FOV. This relationship
levels off, reaching a constant value at a FOV of roughly 30 cm.

As described in the previous section, collimators can be used to restrict the beam
dimensions to the image FOV and therefore decrease the number of scattered X-rays
contributing to the image, but even with a collimator in place secondary radiation
can represent between 50% and 90% of the X-rays reaching the detector. Additional
measures, therefore, are necessary to reduce the contribution of Compton-scattered
X-rays.

One method is to place an antiscatter grid between the patient and the X-ray
detector. This grid consists of strips of lead foil interspersed with aluminum as a
support, with the strips oriented parallel to the direction of the primary radiation, as
shown in Figure 1.12. The properties of the grid are defined in terms of the grid ratio
and strip line density:

h 1
grid ratio = 7 strip line density = 111 (1.12)



1.5. INSTRUMENTATION FOR PLANAR X-RAY IMAGING 17

primary  scattered
X-ray )'(-rays

N i

\
[
t ]
1 1
] \
1 1
1 1

v
h
»> <

t

N —

FIGURE 1.12. (Left) A two-dimensional schematic of an antiscatter grid, which is placed on top
of the X-ray detector. The black areas represent thin lead septa, separated by the aluminum
support. (Right) A one-dimensional representation of the antiscatter grid. Primary X-rays pass
between the lead septa, whereas those X-rays that have undergone a significant deviation in
trajectory from Compton scattering are absorbed by the septa.

where £, ¢, and d are the length and the thickness of the lead strips and the distance
between the centers of the strips, respectively. Typical values of the grid ratio range
from 4:1 to 16:1 and the strip line density varies from 25 to 60 per cm. If the lead
strips are sufficiently narrow, no degradation of image quality is apparent from the
shadowing effects of the grid. However, if this is not the case, then the grid can be
moved in a reciprocating motion during the exposure. There is, of course, a tradeoff
between the reduction of scattered radiation (and hence improvement in image con-
trast) and the patient dose that must be delivered to give the same number of detected
X-rays. This tradeoff can be characterized using a parameter known as the Bucky
factor F of a grid, which is defined as

__ X-ray exposure with the grid in place
B X-ray exposure with no grid

F

(1.13)

1.5.3. Intensifying Screens

The intrinsic sensitivity of photographic film to X-rays is very low, meaning that its
use would require high patient doses of radiation to produce high-quality images.
In order to circumvent this problem, intensifying screens are used to convert X-rays
into light, to which film is much more sensitive. A schematic of such an intensifying
screen/film combination is shown in Figure 1.13. An outer plastic protective layer
(~15 pm thick), transparent to X-rays, lies above the phosphor layer (100-500 xm
thick), which converts the X-rays into light. The polyester base (~200 pcm thick) gives
mechanical stability to the entire intensifying screen. Because the light produced in
the phosphor layer travels in all directions, a reflective layer (20 wm thick) containing
titanium oxide is placed between the phosphor and plastic base to reflect light, which
would otherwise be lost through the base, back toward the film. The screen is gener-
ally double-sided, as shown in Figure 1.13, except for X-ray mammography studies,
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FIGURE 1.13. (Left) A schematic of a double-layer intensifying screen/X-ray film, which is placed
in a “cassette” for imaging. (Right). The effect of the thickness of the intensifying screen on the
spatial resolution of the image. A thin screen means that light formed in the screen travels a
relatively short distance before striking the X-ray film, and so diffusion within the screen results
in a relatively sharp image. In contrast, a thicker screen results in a greater degree of light diffusion
and therefore a lower spatial resolution.

described in Section 1.9.1. Compared to direct detection of X-rays by film alone,
the intensifying screen/film combination results in a greater than 50-fold increase in
sensitivity. The more sensitive the film, the lower is the necessary tube current and
patient dose. Alternatively, the same tube current could be used, but with a shorter
exposure time, which can reduce image blurring due to patient motion.

The phosphor layer in the screen contains a rare earth element such as gadolinium
(Gd) or lanthanum (La) suspended in a polymer matrix. The two most common
screens contain terbium-doped gadolinium oxysulfide (Gd,O,5:Tb) or terbium-doped
lanthanum oxybromide (LaOBr:Tb). Gd,O,S:Tb emits light in the green part of the
spectrum at 540 nm, and since Gd has a K-edge at 50 keV, absorption of X-rays
via photoelectric interactions is very efficient. The compound has a high energy-
conversion efficiency of 20%, that is, one-fifth of the energy of the X-rays striking the
phosphor layer is converted into light photons. LaOBr:Tb emits light in the blue part
of the spectrum at 475 nm (with a second peak at 360 nm), has a K -edge at 39 keV,
and an energy conversion efficiency of 18%. This compound has the advantage of
using film technology that had been developed for a previously widely used phosphor,
cadmium tungstate.

The thickness of the phosphor layer contributes to both the signal-to-noise ratio
(SNR) and the spatial resolution of the X-ray image. The attenuation of X-rays by the
intensifying screen can be characterized by a linear attenuation coefficient [tcreen. A
thicker screen means that more X-rays are detected, that is, absorbed, and the SNR
is higher. Double-layer intensifying screens, such as the one shown in Figure 1.13,
effectively double the thickness of the phosphor layer. However, light created in the
phosphor crystals must diffuse a certain distance through the phosphor layer before
developing the film. The thicker the phosphor layer, the more uncertainty there is in
the position of the original X-ray, and therefore the lower is the spatial resolution. The
uncertainty can be described mathematically in terms of a “light-spread function,”
represented geometrically as a cone on the right of Figure 1.13.



1.5. INSTRUMENTATION FOR PLANAR X-RAY IMAGING 19

1.5.4. X-Ray Film

Depending upon whether the intensifying screen is Gd- or La-based, the X-ray film
should be maximally sensitive to either green or blue light. Two types of film,
monochromatic and orthochromatic, are generally used. Monochromatic films are
sensitive to ultraviolet and blue visible light, and are therefore spectroscopically
matched to the output of intensifying screens based on La rare earths. Orthochromatic
films have a sensitizer added to make the film more sensitive to green light for match-
ing to the output of Gd-based intensifying screens. Most films are double emulsion
(~10 p2m thick) with one emulsion layer on either side of a central transparent plastic
sheet (~150 z2m thick). The emulsion contains silver halide particles with diameters
between 0.2 and 1.5 gm. The majority of the particles are silver bromide bound in
a gelatin matrix, with smaller amounts of a silver iodide sensitizer. When the parti-
cles are exposed to light, a “latent image” is formed. After exposure, the developing
process involves chemical reduction of these exposed silver salts to metallic silver,
which appears black. Developed films therefore consist of darker areas corresponding
to tissues that attenuate relatively few X-rays and lighter regions corresponding to
highly attenuating tissues. The degree of film “blackening” depends upon the product
of the intensity of the light from the intensifying screen and the time for which the
film is exposed to the light. Film blackening is quantified by a parameter known as
the optical density (OD), which is defined as

I;
OD = log: (1.14)
t

where ; is the intensity of light incident on, and 7, the intensity transmitted through,
the X-ray film. The darker the film, therefore, the higher is the value of the OD of the
film. A logarithmic scale of the OD is defined because the physiological response of
the eye to light intensity is itself logarithmic.

The relationship between the OD and the exposure, is shown in Figure 1.14. The
graph is referred to as the characteristic, or D/log E, curve. Several points should
be noted. First, the OD without any X-ray exposure does not have a value of zero.
This baseline, or “fog,” level corresponds to the natural opacity of the X-ray film and
the small amount of silver halide that is chemically reduced during the developing
process. Typically, the fog level has an OD value between 0.1 and 0.3. Second, at both
low and high values of exposure, termed the toe and shoulder regions, respectively,
the plot of OD versus log exposure becomes highly nonlinear. Thus, too low or too
high an exposure time or total radiation dose results in very poor image contrast.
The ideal region of the curve in which to operate corresponds to a linear relationship
between the OD and log exposure.

X-ray film, as for standard photographic film, can be characterized in terms of
parameters such as contrast, speed, and latitude. The speed of the film is defined as
the inverse of the exposure needed to produce a given OD above the fog level. For
example, a fast film produces a given OD for a given exposure in a faster time than
a slow film, as shown on the right of Figure 1.14. A measure of the film contrast is
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FIGURE 1.14. (Left) The characteristic curve for an X-ray film. (Right) A comparison of two
characteristic curves for a fast film (thin line) and a slow film (thick line).

given by the value of the film gamma (y), defined as the maximum slope of the linear
region of the characteristic curve:

OD; — OD,

= 1.15
log E; — log E, ( )

14

A high value of gamma means that a given difference in exposures for two areas of the
X-ray film results in high contrast between those regions in the developed film. The
film latitude is defined as the range of exposure values (typically OD values between
0.5 and 2.0) for which useful contrast can be seen in the image. A large value of the
film latitude corresponds to a low value of y, and this means low image contrast. The
latitude is also sometimes referred to as the dynamic range of the film.

In terms of the physical composition of the film, a large size of the silver halide
particles corresponds to high film sensitivity, but poor spatial resolution, and vice-
versa. A mixed-particle size film gives high image contrast, with a single particle size
resulting in low image contrast.

In practice, a procedure called automatic exposure control (AEC) is used to opti-
mize the exposure time of the X-ray film to produce an image with the highest possible
contrast. AEC uses a flat ionization chamber, covered in Section 1.10.2, usually filled
with xenon gas, which can be placed in front of the film cassette without interfering
with the image. This chamber provides a separate measure of the intensity of the
X-ray beam reaching the film, and once the value has reached the desired level, the
X-ray source is shut off.

1.5.5. Instrumentation for Computed and Digital Radiography

Although X-ray film has the advantage of speed, simplicity, and a long history of
radiological interpretation, the future of all imaging modalities undoubtedly lies in
digital display and storage. Digital images can be archived and transferred rapidly
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between clinical centers and, where appropriate, the data can be postprocessed using
different algorithms or filters. In order for digital imaging to become a medical stan-
dard, however, it is absolutely necessary for the quality of the images to be at least
as good as those produced using film. Two techniques, computed radiography and
digital radiography, are currently being used and evaluated for digital X-ray imaging.

Computed radiography (CR) uses a photostimulable, phosphor-based storage
imaging plate to replace the standard intensifying screen/X-ray film combination.
This imaging plate contains a phosphor layer of fine-grain barium fluorohalide crys-
tals doped with divalent europium (Eu?*). When the imaging plate is exposed to
X-rays, electrons in the phosphor screen are excited to higher energy levels and are
trapped in halide vacancies, forming “color centers.” Holes created by the missing
valence electrons cause Eu* to be oxidized to Eu3*. This chemical oxidation persists
for time periods of many hours to several days. At the appropriate time, the exposed
imaging plate is read using a scanning laser system. When the phosphor crystals are
irradiated by the laser, the color centers absorb energy, releasing the trapped electrons,
which return to their equilibrium valence positions. As they do so, they release blue
light at a wavelength of 390 nm. This light is captured by detector electronics in the
image reader, and the signals are digitized and assembled into an image. After the
image reading process, a bright light can be used to erase the imaging plate, which
can be reused numerous times.

The second technique, digital radiography (DR), is based on large-area, flat-panel
detectors (FPD) using thin-film transistor (TFT) arrays, the same technology as in, for
example, the screens of laptop computers. The FPD is fabricated on a single monolithic
glass substrate. A thin-film amorphous silicon transistor array is then layered onto the
glass. Each pixel of the detector consists of a photodiode and associated TFT switch.
On top of the array is a structured thallium-doped cesium iodide (CsI) scintillator,
a reflective layer, and a graphite protective coating. The CsI layer consists of many
thin, rod-shaped cesium iodide crystals (approximately 6-10 xm in diameter) aligned
parallel to one another and extending from the top surface of the Csl layer to the
substrate on which they are manufactured.

When an X-ray is absorbed in a Csl rod, the CsI scintillates and produces light.
The light undergoes internal reflection within the fiber and is emitted from one end
of the fiber onto the TFT array. The light is then converted into an electrical signal
by the photodiodes in the TFT array. This signal is amplified and converted into a
digital value for each pixel using an analog-to-digital (A/D) converter. Each pixel
typically has dimensions of 200 x 200 um. A typical commercial DR system has
flat-panel dimensions of 41 x 41 cm, with an TFT array of 2048 x 2048 elements.
An antiscatter grid with a grid ratio of ~13:1 and a strip line density of ~70 lines per
centimeter is used for scatter rejection.

In terms of image quality, the advantages of DR include the wide dynamic range
available from A/D converters and a higher detective quantum efficiency (DQE) and
latitude than is possible with intensifying screen/film combinations. The DQE is
defined as

2
SNR“@ (1.16)

DQE =
Q [SNRm
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FIGURE 1.15. The appearance of noise in X-ray images, with the film being exposed to a
“uniform” X-ray beam. (Left) The image with no quantum mottle, (Center) a low value of quantum
mottle, and (Right) a higher value of quantum mottle.

The value of the DQE is always less than one because the detector must introduce
some noise into the system, but the higher the value, the larger is the SNR for a given
number of photons entering the detector. The higher DQE of the flat panel compared
to film arises from the X-ray absorption properties of Csl, the dense filling of the pixel
matrix, and the low-noise readout electronics.

1.6. X~-RAY IMAGE CHARACTERISTICS

The three most common parameters used to measure the “quality” of an image are the
SNR, the spatial resolution, the and contrast-to-noise ratio (CNR). An image ideally
has a high value of each of these parameters, but often there are tradeoffs among the
parameters, and compromises have to be made. General concepts relating to SNR,
spatial resolution, and CNR for all the imaging modalities in this book are covered in
Chapter 5.

1.6.1. Signai-to-Noise Ratio

If an X-ray film is exposed to a beam of X-rays, with no attenuating medium between
the source and the film, one would imagine that the image should have a spatially
uniform OD. In fact, however, a nonuniform distribution of signal intensities is seen,
as shown in Figure 1.15.

There are two sources for this nonuniformity: the first is the statistical distribution
of X-rays from the source, and the second is the spatial nonuniformity in the response
of the film. The first factor is typically the dominant source of noise, and can be
defined in terms of “quantum mottle,” that is, the statistical variance in the number of
X-rays per unit area produced by the source. This statistical variance is characterized
by a Poisson distribution, as covered in Section 5.3.1. If the total number of detected
X-rays per unit area is denoted by N, then the image SNR is proportional to the square
root of N. Therefore, the factors that affect the SNR include the following:

1. The exposure time and X-ray tube current: The SNR is proportional to the
square root of the product of the exposure time and the X-ray tube current.
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2. The kV,, value: The higher the kV,, value, the greater is the number of high-
energy X-rays produced. This, in turn, increases the number of X-rays reaching
the detector and results in a higher SNR.

3. The degree of X-ray filtration: The higher the degree of filtering, the smaller
is the number of X-rays reaching the detector, and the lower is the SNR for a
given kVp and mA.

4. The size of the patient: The greater the thickness of tissue through which the
X-rays have to travel, the greater is the attenuation and the lower is the SNR.

5. The thickness of the phosphor layer in the intensifying screen: The thicker
the layer, the greater is the proportion of incident X-rays that produce light to
develop the film and the higher is the SNR.

6. The geometry of the antiscatter grid: A grid with a higher ratio of septal height
to separation attenuates a greater degree of Compton-scattered X-rays than one
with a smaller ratio, and therefore reduces the image SNR.

One further factor affecting the SNR is:

7. The uniformity of the spatial response of the intensifying screen/film combi-
nation: A nonuniform response is due mainly to differences in the number of
grains of silver halide per unit area across the film, and secondarily to the spatial
variations in the density of phospors per unit area in the screen. The higher the
nonuniformity, the lower is the SNR of the image.

1.6.2. Spatial Resolution

Several factors which affect the spatial resolution of the X-ray image have already
been described:

1. The thickness of the intensifying screen: The thicker the screen, the broader is
the light spread function and the coarser is the spatial resolution.

2. The speed of the X-ray film: A fast film consists of relatively large particles of
silver halide, and therefore has a poorer spatial resolution than a slow film.

Two other important factors are as follows:

3. The effective size of the X-ray focal spot (Figure 1.4): The fact that the X-ray
source has a finite size results in a phenomenon known as geometric unsharp-
ness. This causes blurring in the image, which is most apparent at the edges
of different tissues, in which case the effect is referred to as a penumbra. The
degree of image blurring depends on the effective focal spot size f and the
distances between the X-ray source and the patient Sy and the X-ray source and
the detector S;, as shown in Figure 1.16.

Using simple trigonometry, we obtain the size of the penumbra region, denoted

P, from
S(Si ~ So)

P=—v— 1.17
5 1.17)
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FIGURE 1.186. (Left) A finite value of the effective focal spot size f of the source means that a
penumbra P of geometric unsharpness exists in the image. (Left to night). Increasing the source
diameter increases the unsharpness. Decreasing the object-to-detector distance decreases the
unsharpness. Increasing the source-to-object distance, keeping the factor S1 — Sy constant,
also decreases the unsharpness.

In order to improve the image spatial resolution, therefore, the distance from
the source to the detector should be as large, and the effective focal spot size as
small, as possible.

4. The magnification factor associated with the imaging process: From Fig-
ure 1.16, the magnification factor m is given by

m=— (1.18)

For standard imaging parameters with the size of the effective focal spot being
between 0.6 and 1.2 mm, increasing the value of m increases the geometric
unsharpness, and so the patient should be placed as close to the detector as
possible. In procedures involving magnification radiography, where a special
anode is used to produce an effective focal spot size of typically 0.1 mm,
magnification factors of up to 1.5 are achieved by placing the detector some
distance away from the patient.

Each part of the imaging system contributes a certain degree of blurring, and the
spatial resolution Ry, of the image represents the combination of all these contribu-
tions:

Rl = \/Rszcreen + szllm + Rzpot size + R%lag (1.19)

where Rycreen, Retm» Rspot size» and Rpmag refer to the contributions of the parameters
described in detail above. The most useful measure of spatial resolution for X-ray
radiography is the line spread function (LSF), described in detail in Section 5.2.2.
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The LSF is most easily measured using a grid consisting of parallel lead septa. The
wider is the LSF, the more blurring occurs in the image. It is also common to calculate
the modulation transfer function (MTF) of the imaging system, which is covered in
Section 5.2.3.

1.6.3. Contrast-to-Noise Ratio

Image contrast relates to the difference in signal intensity from various regions of the
body. For example, in chest radiography, the contrast can be defined in terms of signal
differences from areas of the X-ray film that correspond to bone and soft tissue. The
ability of a physician to interpret an image depends upon the value of the CNR, that
is, the difference in the SNR between bone and soft tissue, as discussed in Section 5.4.
Therefore, all of the factors that affect the image SNR, for example, exposure time,
tube current, kV, value, X-ray filtration, patient size, detector efficiency, and film
response uniformity, also affect the CNR. In addition, the spatial resolution also has an
effect on CNR. A broad point spread function blurs the boundaries between different
tissues and therefore reduces the image CNR. Parameters described in the previous
section, such as the size of the X-ray focal spot, the thickness of the intensifying
screen, the magnification factor, and the film speed, therefore affect the CNR.
In addition, the following parameters also affect the image CNR:

1. The energy of the X-rays produced by the source: If low-energy X-rays are used,
the photoelectric effect dominates, and the values of f4pone and fLsof tissee are sub-
stantially different. If high-energy X-rays are used, then Compton scattering is
the dominant interaction, and because the probability of this occurring is
essentially independent of atomic number, the contrast is reduced considerably.
There is still some contrast because the probability of Compton scattering de-
pends upon electron density and bone has a slightly higher electron density
than soft tissue, but the contrast is much reduced compared to that at low X-ray
energies. However, as described previously, using very low energy X-rays also
produces a relatively large noise level due to quantum mottle.

2. The FOV of the X-ray image: Between values of the FOV of 10 and 30 cm,
the proportion of Compton-scattered radiation reaching the detector increases
linearly with the FOV, and therefore the CNR is reduced with increasing FOV.
Above a FOV of 30 cm, the proportion remains constant.

3. The thickness of the body part being imaged: The thicker the section, the larger
is the contribution from Compton-scattered X-rays and the lower is the number
of X-rays detected. Both factors reduce the CNR of the image.

4. The geometry of the antiscatter grid: As outlined in Section 1.5.2, there is
a tradeoff between the SNR of the image and the contribution of Compton-
scattered X-rays to the image. The factor by which contrast is improved by
using an antiscatter grid is given by

Contrast im nt L+ R 1.20)
s rovement = ————— .
P 1+ Rs/p
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where R, as defined previously, is the ratio of scattered to primary X-rays
incident upon the grid, p is the primary radiation transmitted through the grid,
and s is the scattered radiation transmitted through the grid.

5. The properties of the intensifying screen/film combination: Ideally, the detector
amplifies the intrinsic contrast due to X-ray attenuation, such that differences
in the OD of the developed film are larger than the differences in the incident
X-ray intensities.

1.7. X-RAY CONTRAST AGENTS

X-ray contrast agents are chemicals that are introduced into the body to increase image
contrast. For example, barium sulfate is used to investigate abnormalities such as ul-
cers, polyps, tumors, or hernias in the gastrointestinal (GI) tract. Because the element
barium has a K -edge at 37.4 keV, X-ray attenuation is much higher in areas where the
agent accumulates than in surrounding tissue. Barium sulfate, made up as a suspension
in water, can be administered orally, rectally, or via a nasal gastric tube. Orally, barium
sulfate is used to explore the upper GI tract, including the stomach and esophagus. As
an enema, barium sulfate can be used either as a single or “double” contrast agent. As
a single agent it fills the entire lumen of the GI tract and can detect large abnormalities.
As a double contrast agent, barium sulfate is introduced first, followed usually by
air: the barium sulfate coats the inner surface of the GI tract and the air distends the

FIGURE 1.17. An X-ray image showing the passage of barium sulfate through the Gl tract. in
this image, areas of high X-ray attenuation appear dark. The image corresponds to a double
contrast (bariumn sulfate and air).
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lumen. This double-agent approach is used to characterize smaller disorders of the
large intestine, colon, and rectum. An example image is shown in Figure 1.17.
Iodine-based X-ray contrast agents are used for a number of applications including
intravenous urography, angiography, and intravenous and intraarterial digital subtrac-
tion angiography (covered in the next section). An iodine-based agent is injected into
the bloodstream and because iodine has a K-edge at 33.2 keV, X-ray attenuation in
blood vessels is enhanced compared to the surrounding soft tissue. This makes it
possible to visualize arteries and veins within the body. Iodinated agents can also
used in the detection of brain tumors and metastases, as covered in detail in Sec-
tion 1.15.1. Iodine-containing X-ray contrast agents are usually based on triiodinated
benzene rings, as shown in Figure 1.18. Important parameters in the design of a par-
ticular agent are the iodine load, that is, the amount of iodine in a given injected
dose, and the osmolarity of the solution being injected. An increase in iodine load
typically comes at the expense of an increased osmolarity, which can cause cells to
shrink or swell, and can also result in adverse reactions, particularly in patients with
kidney disease, asthma, or diabetes. Historically, the first contrast agents used were
ionic, high-osmolarity contrast media (HOCM), such as sodium diatrizoate. Ionic,
low-osmolarity contrast media (LOCM) subsequently became available in the form
of compounds such as ioxaglate. The design of nonionic LOCM, such as iohexol,
iopamidol, iopromol (shown in Figure 1.18), and iopental, reduced the adverse side
effects of iodinated contrast agents considerably. The latest developments are nonionic
isoosmotic contrast agents such as iodixanol (Visipaque), also shown in Figure 1.18.
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FIGURE 1.18. (Top) The chemical structure of iopromol, a nonionic, low-osmolarity X-ray con-
trast agent. (Bottom) The chemical structure of iodixanol, a nonionic, isoosmotic X-ray contrast
agent.
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1.8. X-RAY IMAGING METHODS

Inaddition to planar X-ray imaging, there are a number of differentimaging techniques
which use X-rays. These include angiography, which uses injected iodinated contrast
agents; fluoroscopy, which is a real-time imaging method often used in conjunction
with barium contrast agents; and dual-energy imaging, which can produce separate
images corresponding to bone and soft tissue.

1.8.1. X-Ray Angiography

Angiographic techniques produce images that show selectively the blood vesselsin the
body. This type of imaging is used to investigate diseases such as stenoses and clotting
of arteries and veins and irregularities in systemic and pulmonary blood flow. In X-ray
angiography, a bolus of iodine-based contrast agent is injected into the bloodstream
before imaging. The X-ray image shows increased attenuation from the blood vessels
compared to the tissue surrounding them. A related imaging technique is called digital
subtraction angiography (DSA), in which one image is taken before the contrast agent
is administered, a second after injection of the agent, and the difference between the
two images is computed. DSA gives very high contrast between the vessels and
tissue, as shown in Figure 1.19. Both DSA and conventional X-ray angiography can

FIGURE 1.19. A digital subtraction angiogram obtained after contrast agent injection, showing
a portion of the arterial tree distal to the renal arteries.
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produce angiograms with extremely high spatial resolution, resolving vessels down
to ~ 100 pm in diameter.

1.8.2. X-Ray Fluoroscopy

X-ray fluoroscopy is a continuous imaging technique using X-rays with very low
energies, typically in the range 25-30 keV. This technique is used for placement of
stents and catheters, patient positioning for interventional surgery, and many studies
of the GI tract. The X-ray source is identical to that described previously, except that
a lower tube current (1-5 mA) and accelerating voltage (70-90 kV) are used, and so
a small number of low-energy X-rays are produced. The inherently low SNR of the
technique, due to a high level of quantum mottle, requires the use of a fluoroscopic
image intensifier, shown in Figure 1.20, in order to improve the SNR. A fluorescent
screen is used to monitor continuously the area of interest within the body.

The image intensifier is surrounded by mu-metal to shield the electrostatic lenses
from interference from external magnetic fields. The input window of the intensi-
fier is constructed either of aluminum or titanium, both of which have a very low
attenuation coefficient at low X-ray energies. The input fluorescent screen contains
a thin, 0.2- to 0.4-mm thick, convex layer of sodium-doped cesium iodide (Csl:Na).
This layer consists of columnar crystals, which are deposited directly onto the input
window. Because both cesium and iodine have K-edges, 36 and 33 keV respectively,
that are close to the energies of the X-rays being used, the probability of photoelectric

FIGURE 1.20. A schematic of an image intensifier used for X-ray fluoroscopy. The intensifying
screen can be above, below, or to the side of the patient, depending upon the particular clinical
application.
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interactions between the incoming X-rays and the screen is very high, with approx-
imately 60% of the incoming X-rays being absorbed. The photoelectrons produced
from these photoelectric interactions in the screen are converted into light photons
within the phosphor layer. Roughly 2000 low-energy (2-eV, 400-nm) light photons
are produced for every incoming X-ray photon. The light photons produced from the
screen are absorbed by the photocathode and converted into photoelectrons.

The photocathode, which contains antimony/cesium compounds, is in direct con-
tact with the surface of the fluorescent screen. The maximum conversion efficiency of
the photocathode occurs at 400 nm, matching the maximum output wavelength of the
screen. The conversion efficiency at the photocathode is approximately 10%, that is,
one photoelectron is produced for every 10 light photons striking the photocathode.
These photoelectrons accelerate toward the positively charged anode, which has an
applied potential difference of between 25 and 35 kV. They are focused onto the output
screen, which is made from a layer, a few micrometers thick, of silver-activated zinc
cadmium sulfide. Electrostatic “lenses,” consisting of negatively charged electrodes,
are used for this focusing. The exact voltage applied to the electrodes can be varied
to change the area of the output screen onto which the photoelectrons are focused,
giving a variable image magnification factor. The output phosphor screen converts the
photoelectrons into photons, with wavelengths in the visible range of 500-600 nm.
These photons can be visualized directly or recorded via a video recorder. Electron
absorption at the output screen is 90% efficient, with the final step of light generation
typically producing 1000 light photons for every photoelectron absorbed. The inner
surface of the output screen is coated with a very thin layer of aluminum, which allows
the electrons to reach the output screen, but prevents light created in the screen from
returning to the photocathode and producing secondary electrons.

For every X-ray photon incident on the input screen, roughly 200,000 light photons
are produced at the output screen. This represents an increase of a factor of 100 from
the number of photons emitted from the input screen. The second factor in the high
SNR gain of an image intensifier is that the diameter of the output screen is usually
about 10 times smaller than that of the input screen, which ranges in size from small
(23 cm) for cardiac imaging to large (57 cm) for abdominal studies. The increase in
brightness is proportional to the square of the ratio of the respective diameters, that
is, approximately another factor of 100.

In order for the image not to be distorted, each electron must travel the same
distance from the photocathode to the output screen, and so a curved input screen
must be used. A typical value of the spatial resolution at the center of the output
screen is about 0.3 mm, with ~3-5% distortion due to differential electron paths at
the edges of a 2.3-cm-diameter screen. Another important property of the intensifying
screen is the signal retention, or “lag,” from one image to the next. The value of the
lag determines the maximum frame rate, that is, the highest number of images that
can be acquired per second without signal from one image appearing in the next.

X-ray fluoroscopy can be carried out in a number of modes. The simplest is contin-
uous visualization or video recording of the signal, often referred to as “cine mode.”
Cine-mode fluoroscopy is often used in cardiac studies with two X-ray source/image
intensifiers situated at an angle of 90° to one other. By alternating data acquisition
from each detector and pulsing the X-ray source, frame rates up to 150 per second
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are possible. Digital fluoroscopy can also be performed: in this case the video output
of the camera is digitized and can be stored for subsequent data processing. Digital
fluoroscopy is used for, among other applications, cardiac pacemaker implantation
and orthopedic interventions.

1.8.3. Dual-Energy Imaging

Dual-energy X-ray imaging is a technique which produces two separate images cor-
responding to soft tissue and bone. The method is most commonly used clinically for
imaging the chest region because both soft-tissue abnormalities and small calcifica-
tions can be visualized more clearly on these separate images than on a conventional
planar X-ray scan. There are two ways of performing dual-energy imaging. The first
method uses two X-ray exposures, one applied immediately after the other, with differ-
ent kV,, values of the X-ray source. Because the X-rays in both scans contain a range
of energies, some manipulation of the data is necessary to produce the final images.
The second method uses a single exposure with the setup shown in Figure 1.21. The
detector, usually made from Y,0,S or BaFBr, which is placed directly beneath the
patient, preferentially absorbs lower energy X-rays. This detector effectively hardens
the X-ray beam incident on the second detector, which is typically made from Gd,0,S.
Therefore, the image from the first detector corresponds to a low-X-ray-energy, high-
contrastimage, and that from the second detector to a high-X-ray-energy, low-contrast
image. As for the first method of dual-energy imaging, postacquisition data processing
is performed to produce the final set of images. If extra beam hardening is required,

“bone image”

“soft-tissue image”

FIGURE 1.21. A schematic of an instrumental setup used for dual-energy X-ray imaging. The
front detector records an image primanly from lower-energy X-rays and the back detector pri-
marily from higher-energy X-rays. Nonlinear combination of the two datasets results in images,
shown on the right, corresponding to soft tissue and bone.
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a copper filter can be placed in front of the second detector. The detectors can either
be in the form of storage phosphor screens, as used in computed radiography, or be
coupled directly to a photodiode array to produce a digital output.

1.9. CLINICAL APPLICATIONS OF X-RAY IMAGING

A number of clinical applications of X-ray imaging have already been described.
Plain film radiography is used for determining the presence and severity of fractures
or cracks in the bone structure in the brain, chest, pelvis, arms, legs, hands, and feet.
Dual-energy scanning is used for diagnosing lung disease and detecting other masses
within the chest wall. Vascular imaging, using injected iodine-based contrast agents,
is performed to study compromised blood flow, mainly in the brain and heart, but also
in the peripheral venous and arterial systems. Diseases of the GI tract can be diagnosed
using barium sulfate as a contrast agent, usually with continuous monitoring via X-ray
fluoroscopic techniques. The following sections highlight two additional important
applications of X-ray imaging.

1.9.1. Mammography

X-ray mammography is used to detect small lesions in the breast. Very high spatial
resolution and CNR are needed to detect microcalcifications, which may be consid-
erably smaller than 1 mm in diameter, as shown in Figure 1.22. A low radiation dose

FIGURE 1.22. An X-ray mammogram showing a calcification as a bright area in the image.
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is also important to avoid tissue damage. Fast intensifying screen/film combinations
are necessary to allow the use of low kV,, values (generally 25~30 kV) to optimize
contrast by maximizing the contribution of photoelectric interactions. Several modifi-
cations are also made to the conventional X-ray tube. The X-ray source uses an anode
target made from molybdenum, which has K-edges at 17.9 and 19.6 keV. The cath-
ode filament is flat in shape, rather than a spiral, in order to produce a more focused
electron beam. The glass window in the X-ray tube is replaced by one fabricated from
beryllium to reduce the degree of filtering of the low-energy X-rays. A molybdenum
filter (30 pm thick) is used to reduce the amount of high-energy X-rays (>20 keV),
which would otherwise give increased patient dose without improving image quality.
Occasionally, with a radiopaque breast, in which attenuation of X-rays is particularly
high, an aluminum filter can be used instead of molybdenum.

In order to reduce the effects of geometric unsharpness, large focal-spot-to-film
distances (45-80 cm) and small focal spot sizes (0.1-0.3 mm) are used. A 4:1 or
53:1 grid ratio is used for the antiscatter grid, with septa density typically between 25
and 50 lines per cm, a septal thickness less than 20 ;4m, and a septal height less than
1 mm. Compression of the breast is necessary, normally to about 4 cm in thickness,
in order to improve X-ray transmission and reduce the contribution from Compton
scatter.

A relatively new technique, called digital mammography, is becoming increas-
ingly important in the clinical setting. In this technique, the conventional intensifying
screen/film combination is replaced by a phosphor screen, which is coupled through
fiber-optic cables to a charge coupled device (CCD) detector with, typically, 1024 x
1024 elements. The CCD converts the light into an analog signal, which is digitized,
stored, and displayed. CCDs typically have greater sensitivity and lower overall sys-
tem noise, which translates into a lower patient dose, than the intensifying screen/film
combination.

1.9.2. Abdominal X-Ray Scans

Investigations of the urinary tract are among the most common applications of planar
X-ray imaging, and are carried out in the form of kidney, ureter, and bladder (KUB)
scans and intravenous pyelograms (IVPs). The KUB scan is carried out without
contrast agent, and can detect abnormal distributions of gas within the intestines,
indicative of various conditions of the GI tract, and also large kidney stones. The
KUB is usually the precursor to a follow-up imaging procedure, which would entail
a GI scan with barium sulfate, or an IVP if problems with the urinary system are
suspected. An IVP is performed using an injected iodinated contrast agent in order
to visualize the filling and emptying of the urinary system, that is, the kidneys, the
bladder, and the ureters. An example of an IVP is shown in Figure 1.23. Obstruction to
normal flow through the system is usuaily caused by kidney stones, but can result from
infections of the urinary system. An IVP is carried out as a series of images acquired
at different times after injection of the contrast agent. Normal excretion of the agent
from the bloodstream via the kidneys takes about 30 min, but obstructions can be
detected or inferred from delayed passage of the contrast agent through the affected
part of the urinary system.



34 X-RAY IMAGING AND COMPUTED TOMOGRAPHY

FIGURE 1.23. An intravenous pyelogram, showing enhanced signal from the ureters and bladder,
which contain iodinated contrast agent.

1.10. COMPUTED TOMOGRAPHY

The technique of X-ray CT was invented by Godfrey Hounsfield in 1972, for which
he, jointly with Allan Cormack, who had independently done earlier work on the
mathematics of the technique, were awarded jointly the Nobel Prize in Medicine
in 1979. CT enables the acquisition of two-dimensional X-ray images of thin
“slices” through the body. Multiple images from adjacent slices can be obtained in
order to reconstruct a three-dimensional volume. CT images show reasonable contrast
between soft tissues such as kidney, liver, and muscle because the X-rays transmitted
through each organ are no longer superimposed on one another at the detector, as
is the case in planar X-ray radiography. The basic principle behind CT is that the
two-dimensional internal structure of an object can be reconstructed from a series of
one-dimensional “projections” of the object acquired at different angles. In order to
obtain an image from a thin slice of tissue, the X-ray beam is collimated to give a
thin beam. The detectors, which are situated opposite the X-ray source, record the
total number of X-rays that are transmitted through the patient, producing a one-
dimensional projection. The signal intensities in this projection are dictated by the
two-dimensional distribution of tissue attenuation coefficients within the slice. The
X-ray source and the detectors are then rotated by a certain angle and the measure-
ments repeated. This process continues until sufficient data have been collected to re-
construct an image with high spatial resolution. Reconstruction of the image involves
a process termed backprojection, which is covered in Section 1.11.2 and Appendix B.
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The reconstructed image is displayed as a two-dimensional matrix, with each pixel
corresponding to the CT number of the tissue at that spatial location.

1.10.1. Scanner Instrumentation

Several components of the CT system such as the X-ray source, collimator, and
antiscatter grid are very similar to the instrumentation described previously for planar
X-ray radiography. Over the past 30 years single-slice CT scanners have developed
from systems with a single source and single detector, which took many minutes to
acquire an image, to single-source, multiple-detector instruments, which can acquire
animage in 1 s or less. Multislice systems have also been developed, and are described
in Section 1.13. The principles of data acquisition and processing for CT can be appre-
ciated by considering the development from the earliest, so-called “first-generation
scanners” to the third- and fourth-generation systems found in most hospitals today. A
schematic of the basic operation of a first-generation scanner is shown in Figure 1.24.

Motion of the X-ray source and the detector occurred in two ways, linear and
rotational. In Figure 1.24, M linear steps were taken with the intensity of the trans-
mitted X-rays being detected at each step. This produced a single projection with
M data points. Then both the source and detector were rotated by (180/N) degrees,
where N is the number of rotations in the complete scan, and a further M transla-
tional lines were acquired at this angle. The total data matrix acquired was therefore
M x N points. The spatial resolution could be increased by using finer translational
steps and angular increments, up to a limiting value dictated by the effective X-ray
focal spot size, but this resulted in a longer imaging time. Collimation of the X-ray
beam gave a certain beam width in the axis perpendicular to the axis of rotation, and

projection 1 projection 2 projection 3

FIGURE 1.24. The mode of operation of a first-generation CT scanner. The source and the
detector move in a series of linear steps, and then both are rotated and the process repeated.
Typically, the number of projections and the number M of steps in each projection are equal in
value.
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second generation third generation fourth generation

FIGURE 1.25. (Top} A schematic showing the development of second-, third-, and fourth- gen-
eration CT scanners. (Bottom)} A photograph of a typical third-generation scanner with patient
bed.

this determined the thickness of the slice. Typical data matrix sizes were 180 x 180
and scanning times were 4-5 min. Image reconstruction algorithms were based upon
backprojection, discussed in Section 1.11.2 and Appendix B.

In second-generation scanners, instead of the single beam used in the first-
generation scanners, a thin “fan beam” of X-rays was produced from the source
and multiple X-ray detectors were used rather than a single one. The major advantage
of the second-generation scanner, shown in Figure 1.25, was the reduction in total
scanning time, which, for example, made abdominal imaging feasible within a single
breath-hold. Image reconstruction required the development of “fan-beam” backpro-
jection reconstruction algorithms, discussed in Section 1.11.3.

Third-generation scanners, also shown in Figure 1.25, use a much wider X-ray
fan beam and a sharply increased number of detectors, typically between 512 and
768, compared to the second-generation systems. Two separate collimators are used
in front of the source. The first collimator restricts the beam to an angular width of
roughly 45°. The second collimator, placed perpendicular to the first, restricts the
beam to the desired slice thickness, which is typically 1-5 mm. An intense pulse
of X-rays is produced for a time period of 2 to 4 ms for each projection, and the
X-ray tube/detector unit rotates through 360°. The scanner usually operates at akV,
of 140kV, with filtration giving an effective X-ray energy of 70-80 keV and a tube
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current between 70 and 320 mA. The focal spot size is between 0.6 and 1.6 mm.
Typical operating conditions are a rotation speed of once per second, a data matrix of
either 512 x 512 or 1024 x 1024, and a spatial resolution of ~0.35 mm.

In the fourth-generation scanner a complete ring of detectors surrounds the patient.
The X-ray tube rotates through 360° with a wide fan beam. There is no intrinsic
decrease in scan time for fourth-generation with respect to third-generation scanners.
In fact, the vast majority of scanners in hospitals are third generation.

1.10.2. Detectors for Computed Tomography

The most common detectors for CT scanners are xenon-filled ionization chambers,
shown in Figure 1.26. Because xenon has a high atomic number of 66, there is a high
probability of photoelectric interactions between the gas and the incoming X-rays.
The xenon is kept under pressure at ~20 atm to increase further the number of inter-
actions between the X-rays and the gas molecules. An array of interlinked ionization
chambers, typically 768 in number (although some commercial scanners have up
to 1000), is filled with gas, with metal electrodes separating the individual cham-
bers. X-rays transmitted through the body ionize the gas in the detector, producing
electron—ion pairs. These are attracted to the electrodes by an applied voltage dif-
ference between the electrodes, and produce a current which is proportional to the
number of incident X-rays. Each detector electrode is connected to a separate am-
plifier, and the outputs of the amplifiers are multiplexed through a switch to a single
A/D converter. The digitized signals are logarithmically amplified and stored for sub-
sequent image reconstruction. In this design of the ionization chamber, the metal

FIGURE 1.26. A schematic of the Xe-filled detectors used in computed tomography, and the
switched connections between muitiple detectors and a single analog-to-digital converter.
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electrode plates also perform the role of an antiscatter grid, with the plates being
angled to align with the focal spot of the X-ray tube. The plates are typically 10 cm
in length, with a gap of 1 mm between adjacent plates.

1.11. IMAGE PROCESSING FOR COMPUTED TOMOGRAPHY

Image reconstruction takes place in parallel with data acquisition in order to minimize
the delay between the end of data acquisition and the display of the images on the
operator’s console. As the signals corresponding to one projection are being acquired,
those from the previous projection are being amplified and digitized, and those from
the projection previous to that are being filtered and processed.

In order to illustrate the issues involved in image reconstruction, consider the raw
projection data that would be acquired from a simple object such as an ellipse with a
uniform attenuation coefficient, as shown in Figure 1.27. The reconstruction goal is
illustrated on the right of Figure 1.27 for a simple 2 x 2 matrix of tissue attenuation
coefficients: given a series of intensities Iy, I, I3, I4, what are the values of the
attenuation coefficients w1, ua, i3, ta?

For each projection, the signal intensity recorded by each detector depends upon
the attenuation coefficient and the thickness of each tissue that lies between the
X-ray source and that particular detector. For the simple case shown on the right
of Figure 1.27, two projections are acquired, each consisting of two data points:
projection 1 (/; and I,) and projection 2 (I3 and I;). If the image to be reconstructed
is also a two-by-two matrix, then the intensities of the projections can be expressed
in terms of the linear attenuation coefficients by

I = Ioe—(un+uz)x
I = [ye~Watua)x
I = Ioe—(urﬂts)x
Iy = Ioe—(#zﬂu)x

(1.21)

FIGURE 1.27. (Left) Two projections acquired from an elliptical test object. (Right) Two projec-
tions acquired from an object consisting of a simple 2 x 2 matrix of tissue attenuation coefficients.
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where x is the dimension of each pixel. It might seem that this problem could be
solved by matrix inversion or similar techniques. These approaches are not feasible,
however, first due to the presence of noise in the projections (high noise levels can
cause direct inversion techniques to become unstable), and second because of the
large amount of data collected. If the data matrix size is, for example, 1024 x 1024,
then matrix inversion techniques become very slow. Image reconstruction, in practice,
is carried out using either backprojection algorithms or iterative techniques, both of
which are covered in the following sections.

1.11.1. Preprocessing Data Corrections

Image reconstruction is preceded by a series of corrections to the acquired projec-
tions. The first corrections are made for the effects of beam hardening, in which the
effective energy of the X-ray beam increases as it passes through the patient due
to greater attenuation of lower X-ray energies. This means that the effective linear
attenuation coefficient of tissue decreases with distance from the X-ray source. If not
corrected, beam hardening results in significant artifacts in the reconstructed images
(see Exercise 1.12). Correction algorithms typically assume a uniform tissue atten-
uation coefficient and estimate the thickness of the tissue through which the X-rays
have traveled for each projection. These algorithms work well for images containing
mainly soft tissue, but can give problems in the presence of bone.

The second type of correction is for imbalances in the sensitivities of individual
detectors and detector channels. If these variations are not corrected, then a ring
or halo artifact can appear in the reconstructed images. Imbalances in the detectors
are usually measured using an object with a spatially uniform attenuation coefficent
before the actual patient study. The results from this calibration scan can then be used
to correct the clinical data.

1.11.2. The Radon Transform and Backprojection Techniques

The mathematical basis for reconstruction of an image from a series of projections
is the Radon transform. For an arbitrary function f(x, y), its Radon transform R is
defined as the integral of p(x, y) along a line L, as shown in Figure 1.28:

R(F(x, )} = fL feyyd (1.22)

Each X-ray projection p(r,¢) can therefore be expressed in terms of the Radon
transform of the object being studied:

p(r, @) =R{f(x, y)} (1.23)

where p(r, ¢) refers to the projection data acquired as a function of r, the distance
along the projection, and ¢, the rotation angle of the X-ray source and detector.
Reconstruction of the image therefore requires computation of the inverse Radon
transform of the acquired projection data. The most common methods of imple-
mentating the inverse Radon transform use backprojection or filtered backprojection
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FIGURE 1.28. A representation of the X-ray line integrals defining the Radon transform of an
object.

algorithms. These types of mathematical reconstructions are common to many imag-
ing modalities, and the basic principles are covered in Appendix B.

After reconstruction, the image is displayed as a map of the tissue CT number,
which is defined by

CT, = 100022 A1:0 (1.24)
UH,0

where CTj is the CT number and p is the linear attenuation coefficient of the tissue.
The reconstructed image consists of CT numbers varying in value from 43000 to
—1000. The image display screen typically has only 256 gray levels and thus some
form of nonlinear image windowing is used to display the image. Standard sets of
contrast and window parameters exist for different types of scan.

1.11.3. Fan-Beam Reconstructions

The backprojection reconstruction methods outlined in Appendix B assume that each
line integral corresponds to a parallel X-ray path from the source to detector. In third-
and fourth-generation scanners, the geometry of the X-rays is a fan beam, as shown
previously in Figure 1.25. Since the X-ray beams are no longer parallel to one another,
image reconstruction requires modification of the backprojection algorithms to avoid
introducing image artifacts.

The simplest modification is to “rebin” the acquired data to produce a series of par-
allel projections, which can then be processed as described previously. For example,
in Figure 1.29, the X-ray beam from source position S, to detector Dj is clearly not
parallel to the beam from S to detector D;. However, when the source is rotated to po-
sition S5, for example, the X-ray beam from S to Ds is parallel to that from S, to D;.
By resorting the data into a series of composite datasets consisting of parallel X-ray
paths, for example, $; Dy, Sy D1, etc., one can reconstruct the image using standard
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FIGURE 1.29. Fan-beam projection data corresponding to two positions Sy and Sy of the X-ray
source. By re-sorting the data from different positions of the source to produce composite data
sets consisting of parallel X-ray beams, standard backprojection algorithms can be applied for
image reconstruction.

backprojection algorithms. Alternatively, filtered backprojection can be used directly
on the fan-beam data, but each projection must be multiplied by the cosine of the fan-
beam angle, and this angle is also incorporated into the convolution kernel for the filter.

1.11.4. Iterative Algorithms

An alternative approach to image reconstruction involves the use of iterative
reconstruction algorithms. These algorithms start with an initial estimate of the two-
dimensional matrix of attenuation coefficients. By comparing the projections pre-
dicted from this initial estimate with those that are actually acquired, changes are
made to the estimated matrix. This process is repeated for each projection, and then a
number of times for the whole dataset until the residual error between the measured
data and those from the estimated matrix falls below a predesignated value. Iterative
schemes are used relatively sparingly in standard CT scanning, where the SNR is
sufficiently high for filtered backprojection algorithms to give good results. They are,
however, used extensively in nuclear medicine tomographic techniques, which are
covered in Chapter 2. There is a large number of methods for iterative reconstruction,
most of which are based on highly complicated mathematical algorithms. One very
simple illustrative method, called a ray-by-ray iteration method, is shown here.
Figure 1.30 shows two four-point projections from a two-dimensional matrix of
tissue attenuation coefficients, (11—tt;6. In generating an initial estimate, the compo-
nents of the horizontal projection, 0.2y, 0.41y, 0.3 Iy, and 0.1, are considered first
(this choice is arbitrary). In the absence of prior knowledge, an initial estimate is
formed by assuming that each pixel has the same X-ray attenuation coefficient. If the
pixel dimensions are assumed to be square with height = length = 1 for simplicity,
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FIGURE 1.30. The starting point for a ray-by-ray iterative reconstruction method. Two measured
projections, each containing four data points, are shown. The aim is to use these data to estimate
the values of p1—p1g.

then the following equations can be written:

020 = 106_4'}"‘, Ha = K1 = U2 = U3 = Hg
0.4lp = Ipe™#®,  up=pus =ps =pH7 = Us (1.25)
031 = Ipe™*=<, He = Mo = [0 = KU1l = U2
0.11y = Ipe™*», UD = (13 = H1a = K15 = K16

This gives the first iteration of the estimated matrix, shown on the left of Figure 1.31.
Clearly the individual data points of the vertical projection calculated from this iter-
ation do not agree with the measured data, 0.4/, 0.51y, 0.1/, and 0.31y. The mean
squared error (MSE) per pixel is calculated as

MSE/pixel = 11o[(0.4 — 0.22)* + (0.5 — 0.22)> + (0.1 — 0.22)* + (0.3 - 0.22)?]
(1.26)

The value of the MSE per pixel after the first iteration is approximately 0.0325]y. The
next iteration forces the estimated data to agree with the measured vertical projection.
Consider the component that passes through pixels 1, us, (9, and p113. The measured
data is 0.4/, but the calculated data using the first iteration is 0.22/y. The values of
the attenuation coefficients have been overestimated and must be reduced. The exact
amount by which the attenuation coefficients 1y, us, (19, and 213 should be reduced is
unknown, and again the simple assumption is made that each value should be reduced
by an equal amount. Applying this procedure to all four components of the horizontal
projection gives the estimated matrix shown on the right of Figure 1.31. Now, of
course, the estimated projection data do not agree with the measured data of the
horizontal projection but the MSE per pixel has been reduced to 0.005 /. In a practical
realization of a full ray-by-ray iterative reconstruction, many more projections would
be acquired and processed. After a full iteration of all of the projections, the process
can be repeated a number of times until the desired accuracy is reached or further
iterations produce no significant improvements in the value of the MSE.
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FIGURE 1.31. (Left) The results from the first-pass iterative reconstruction based on the hori-
zontal projection. (Right) The second-pass iteration incorporating the measured data from the
vertical projection.

1.12. SPIRAL/HELICAL COMPUTED TOMOGRAPHY

In the conventional CT systems described thus far, only a single slice can be acquired
at one time. If multiple slices are required to cover a larger volume of the body, the
entire thorax, for example, then the patient table is moved in discrete steps through
the plane of the X-ray source and detector. A single slice is acquired at each discrete
table position, with an inevitable time delay between obtaining each image. This
process is both time-inefficient and can result in spatial misregistrations between slices
if the patient moves. In the early 1990s a technique called spiral, or helical, CT was
developed to overcome these problems by acquiring data as the table position is moved
continuously through the scanner, as shown in Figure 1.32. The trajectory of the X-ray
beam through the patient traces out a spiral, or helix: hence the name. This technique

FIGURE 1.32. The principle of spiral CT acquisition. Simultaneous motion of the patient bed and
rotation of the X-ray source and detectors (left) results in a spiral trajectory (right) of the X-rays
transmitted through the patient. The spiral can either be loose (a high value of the spiral pitch)
or tight (a low value of the spiral pitch).
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represented a very significant advance in CT because it allowed scan times for a
complete chest and abdominal study to be reduced from ~10 min to ~1 min. In
addition, a full three-dimensional vascular imaging dataset could be acquired very
shortly after injection of an iodinated contrast agent, resulting in a significant increase
in the SNR of the angiograms. Incorporation of this new technology has resulted in
three-dimensional CT angiography becoming the method of choice for diagnosing
disease in the renal and the pulmonary arteries as well as the aorta.

The instrumentation for spiral CT is very similar to conventional third-generation
CT scanners (some companies employ a fourth-generation design). However, because
both the detectors and the X-ray source rotate continuously in spiral CT, it is not
possible to use fixed cables to connect either the power supply to the X-ray source or
the output of the photomultiplier tubes directly to the digitizer and computer. Instead,
multiple slip-rings are used for power and signal transmission. Typical spiral CT
scanners have dual-focal-spot X-ray tubes with three k'V, settings possible.

The main instrumental challenge in spiral CT scanning is that the X-rays must be
produced continously, without the cooling period that exists between acquisition of
successive slices in conventional CT. This requirement leads to very high temperatures
being formed at the focus of the electron beam at the surface of the anode. Anode heat-
ing is particularly problematic in abdominal scanning, which requires higher values of
tube currents and exposures than for imaging other regions of the body. Therefore, the
X-ray source must be designed to have a high heat capacity and very efficient cooling.
If anode heating is too high, then the tube current must be reduced, resulting in a lower
number of X-rays and a degraded image SNR.

X-ray detector design is also critical in spiral CT because highly efficient detectors
reduce the tube currents needed and help to alleviate issues of anode heating. The
detectors used in spiral CT are either solid-state, ceramic scintillation crystals or press-
surized xenon-filled ionization chambers, described previously. Scintillation crystals,
usually made from bismuth germanate (BGO), have a high efficiency (75-85%) in
converting X-rays to light and subsequently to electrical signals via coupled photo-
multiplier tubes. Gas-filled ionization chambers have a lower efficiency (40-60%),
but are much easier and cheaper to construct. The total number of detectors is typically
between 1000 (third-generation scanners) and S000 (fourth-generation systems).

A number of data acquisition parameters are under operator control, the most
important of which is the spiral pitch p. The spiral pitch is defined as the ratio of the
table feed d per rotation of the X-ray source to the collimated slice thickness S:

d
= — 1.27
P=7 1.27)

The value of p lies between 0 and 2 for single-slice spiral CT systems. For p values
less than 1, the X-ray beams of adjacent spirals overlap, resulting in a high tissue
radiation dose. For p values greater than 2, gaps appear in the data sampled along the
long axis of the patient. For large values of p, image blurring due to the continuous
motion of the patient table during data acquisition is greater. A large value of p also
increases the effective slice thickness to a value above the width of the collimated
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X-ray beam: for example, at a spiral pitch value of 2, the increase is of the order
of 25%. The value of p typically used in clinical scans lies between 1 and 2, which
results in a reduction in tissue radiation dose compared to a single-slice scan by a
factor equal to the value of p.

Due to the spiral trajectory of the X-rays throught the patient, modification of the
backprojection reconstruction algorithm is necessary in order to form images that cor-
respond to those acquired using a single-slice CT scanner. Reconstruction algorithms
use linear interpolation of data points 180° apart on the spiral trajectory to estimate
the data that would have been obtained at a particular position of a stationary patient
table. Images with thicknesses greater than the collimation width can be produced by
adding together adjacent reconstructed slices. Images are usually processed in a way
which results in considerable overlap between adjacent slices. This has been shown
to increase the accuracy of lesion detection, for example, because with overlapping
slices there is less chance that a significant portion of the lesion lies between slices.

1.13. MULTISLICE SPIRAL COMPUTED TOMOGRAPHY

The efficiency of spiral CT can be increased further by incorporating an array of
detectors in the z direction, that is, the direction of table motion. Such an array is
shown in Figure 1.33. The increase in efficiency arises from the higher values of the

FIGURE 1.33. (Left) A schematic of a fixed-array detector geometry for a multislice spiral scan-
ner. (Right) Four configurations connecting the data acquisition channels to single or muitiple
elements of the arrayed detectors produce four different slice thicknesses. For 5-mm slices, the
collimated beam shown on the left covers all 16 detectors. The degree of collimation can be
increased progressively to cover only the central 12 (four 3.75-mm slices), the central 8 (four
2.5-mm slices), or the central 4 (four 1.25-mm slices) detectors.
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table feed per rotation that can be used. Multislice spiral CT can be used to image
larger volumes in a given time, or to image a given volume in a shorter scan time,
compared to single-slice spiral CT. The collimated X-ray beam can also be made
thinner, giving higher quality three-dimensional scans. The spiral pitch pps for a
multislice CT is defined slightly differently from that for a single-slice CT system:

d

1.28)
Ssingle (

Pms =

where Sgingle is the single-slice collimated beam width. For a four-slice spiral CT
scanner, the upper limit of the effective spiral pitch is increased to a value of eight. In
multislice spiral CT scanning the effective slice thickness is dictated by the dimensions
of the individual detectors, rather than the collimated X-ray beam width.

In a multislice system the focal-spot-to-isocenter and the focal-spot-to-detector
distances are shortened compared to those in a single-slice scanner, and the number of
detectors in the longitudinal direction is increased from one long element to a number
of shorter elements. There are two basic types of detector arrangements, called fixed
and adaptive. The former consists of 16 elements, each of length 1.25 mm, giving a
total length of 2 cm. The signals from sets of four individual elements are typically
combined. With the setup shown in Figure 1.33, four slices can be acquired with
thicknesses of 1.25, 2.5, 3.75, or 5 mm. These types of systems are typically run in
either high-quality (HQ) mode with a spiral pitch of 3 or high-speed (HS) mode with
a spiral pitch of 6. The second type of detector system is the adaptive array, which
consists of eight detectors with lengths 5, 2.5, 1.5, 1, 1, 1.5, 2.5, and 5 mm, also
giving a total length of 2 cm. As for the fixed detector system, four slices are usually
acquired with 1, 2.5, or 5 mm thickness. Unlike the fixed detector system, in which
only specific pitch values are possible, the pitch value in an adaptive array can be
chosen to have any value between 1 and 8.

Fan-beam reconstruction techniques, in combination with linear interpolation
methods, are used in multislice spiral CT. One important difference between single-
slice and multislice spiral CT is that the slice thickness in multislice spiral CT can be
chosen retrospectively after data acquisition, using an adaptive axial algorithm. The
detector collimation is set to a value of 1, 2.5, or 5 mm before the scan is run. After the
data have been acquired, the slices can be reconstructed with a thickness between 1
and 10 mm. Thin slices can be reconstructed to form a high-quality three-dimensional
image, but the same dataset can also be used to produce a set of 5-mm-thick images
with a high SNR. In Figure 1.34, the projections p,, acquired at every position zg
are averaged using a sliding filter w(z) to give an interpolated set of projections p‘z':
given by

e Yaw(—zR) p ()
int _ L 1.29
P = T 0 i — 2n) (129)

The width of the filter, which is usually trapezoidal in shape, determines the thickness
of the reconstructed slice.
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FIGURE 1.34. The basic principle of data reconstruction using z-interpolation in multislice spiral
CT. The solid lines show the acquired data, and the dotted lines represent the rebinned data
from opposite rays. The projections are averaged at each z position by weighting the projections
by the filter w(z).

1.14. RADIATION DOSE

Ionizing radiation can cause damage to tissue in a number of ways. The largest risk
is that of cancer arising from genetic mutations caused by chromosomal aberrations.
The effects of radiation are both deterministic and stochastic. Deterministic effects
are produced by high doses and are associated with cell death. These effects are
characterized by a dose threshold below which cell death does not occur. In contrast,
stochastic effects occur at lower radiation doses, but the actual radiation dose affects
only the probability of damage occurring, that is, there is no absolute dose threshold.

The absorbed dose D is equal to the radiation energy E absorbed per unit mass.
The value of D is given in units of grays (Gy), where 1 Gy equals 1 J/kg. Many
publications still refer to absorbed dose in units of rads: 1 Gy is equal to 100 rads.
The patient dose is often specified in terms of the entrance skin dose, with typical
values of 0.1 mGy for a chest radiograph and 1.5 mGy for an abdominal radiograph.
Such measurements, however, give little overall indication of the risk to the patient.
The most useful measure of radiation dose is the effective dose equivalent Hg, which
sums the dose delivered to each organ weighted by the radiation sensitivity w of that
organ with respect to cancer and genetic risks:

Hg = Z w; H; (1.30)

where i is the number of organs considered and H; is the dose equivalent for each of
the i organs. The value of H is given by the absorbed dose D multiplied by the quality
factor (QF) of the radiation. The QF has a value of 1 for X-rays (and also for y-rays),
10 for neutrons, and 20 for a-particles. The unit of H and Hg is the sievert (Sv). Older
radiation literature quotes the units of dose equivalent and effective dose equivalent
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TABLE 1.3. Effective Dose Equivalent Hg for
Clinical X-Ray CT Exams

Clinical exam Hg (mSv)
Breast 0.05
Chest X-ray 0.03
Skull X-ray 0.15
Abdominal X-ray 1.0
Barium fluoroscopy 5
Head CT 3
Body CT 10

in units of rems: 1 Sv equals 100 rems. Typical values of w for the calculation of Hg
are: gonads, 0.2; lung, 0.12; breast, 0.1; stomach, 0.12; skin, 0.01; and thyroid, 0.05.

In CT, the radiation dose to the patient is calculated in a slightly different way
because the X-ray beam profile across each slice is not uniform and adjacent slices
receive some dose from one another. For example, in the United States, the Food and
Drug Administration (FDA) defines the computed tomography dose index (CTDI)
for a 14-slice exam to be

+7T

1
CTDI=——/ D, dz (1.31)
T J_ 17

where D, is the absorbed dose at position z and T is the thickness of the slice. In terms
of assessing patient risk, again the value of H is a better measure. Table 1.3 lists
typical values of Hg for standard clinical exams. The limit in annual radiation dose
under federal law in the United States is 0.05 Sv (5000 mrem). This limit corresponds
to over 1000 planar chest X-rays, 15 head CTs, or 5 full-body CTs.

1.15. CLINICAL APPLICATIONS OF COMPUTED TOMOGRAPHY

CT is used for a wide range of clinical conditions. The following list and series of
images is by no means exhaustive. There are a large number of books devoted solely
to the clinical applications of CT.

1.15.1. Cerebral Scans

One of the most important applications of CT is in head trauma, where it is used to
investigate possible skull fractures, underlying brain damage, or hemorrhage. Hem-
orrhage shows up on CT scans as areas of increased signal intensity due to higher
attenuation from the high levels of protein in hemoglobin. Edema, often associated
with stroke, shows up as an area of reduced signal intensity on the image. For brain
tumors, CT is excellent at showing calcification in lesions such as meningiomas or
gliomas, and can be used to investigate changes in bone structure and volume in
diseases of the sinus. Figure 1.35 shows an example of the sensitivity of CT, in this
case able to detect a subacute infarct.



1.15. CLINICAL APPLICATIONS OF COMPUTED TOMOGRAPHY 49

FIGURE 1.35. CT image of a subacute infarct, which appears as a large area of low signal
intensity on the left of the brain.

In well-vascularized tumors such as meningiomas, iodinated contrast agents are
often injected, and increase the signal intensity of the tumor. In healthy brain tissue,
the blood brain barrier (BBB) selectively filters the blood supply to the brain, allowing
only a limited number of naturally occurring substrates to enter brain tissue. If the
brain is damaged, by a tumor, for example, the BBB is disrupted such that the injected
contrast agent can now enter the brain tissue. As tumors grow, they develop their own
blood supply, and blood flow is often higher in tumors, particularly in the periphery of
the tumor, than in normal tissue. Abscesses, for example, often show a distinctive pat-
tern in which the center of the pathology appears with a lower signal than surrounding
tissue, but is encircled by an area of higher signal, a so-called “rim enhancement.”

1.15.2. Pulmonary Disease

CT is particularly useful in the detection of pulmonary disease because lung imag-
ing is extremely difficult using ultrasound and magnetic resonance imaging. CT can
detect pulmonary malignancies as well as emboli, and is often used to diagnose diffuse
diseases of the lung such as silicosis, fibrosis, and emphysema. Cystic fibrosis can
also be diagnosed, as shown in Figure 1.36.

1.15.3. Abdominal Imaging

Compound fractures in organs such as the pelvis, which occur commonly in elderly
patients, can be visualized in three dimensions using CT. CT is also very useful in
the detection of abdominal tumors and ulcerations in the liver. Most of these latter
studies use an iodinated contrast agent. Pathologies such as hepatic hemangiomas
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FIGURE 1.36. CT image of a patient with cystic fibrosis. The disease can be diagnosed by the
thickening of the airways and the presence of small, opaque areas filled with mucus.

can be detected by acquiring a series of images after injection of the agent: the
outside of the hemangioma increases in signal intensity very soon after injection, but
within 30 min there is uniform enhancement of the whole tumor. Figure 1.37 shows
an example of a hepatic meningioma detected in an abdominal CT scan.

EXERCISES

1.1. Figure 1.38 shows the intensity of X-rays produced from a source as a function
of their energy. With respect to the reference graph shown on the left, one plot

FIGURE 1.37. CT scan of the abdomen showing a hepatic meningioma.
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X-ray intensity X-ray intensity X-ray intensity
A A A
50 100 50 100 50 100
X-ray energy (keV) X-ray energy (keV) X-ray energy (keV)

FIGURE 1.38. lllustration for Exercise 1.1.

corresponds to a decrease in tube current and the other to a decrease in the
accelerating voltage (kV,). Explain which plot corresponds to a decrease in
which parameter.

The spectrum of X-ray energies changes as the X-rays pass through tissue due
to the energy dependence of the linear attenuation coefficient: this is a phe-
nomenon known as beam hardening. A typical energy distribution of the beam
from the X-ray source is shown in Figure 1.39. Sketch the energy spectrum
after the beam has passed through the body.

In Figure 1.40, calculate the X-ray intensity, as a function of the incident inten-
sity Iy, that reaches the film for each of the three X-ray beams. The dark-shaded
area represents bone and the light-shaded area represents tissue. The linear at-
tenuation coefficients at the effective X-ray energy of 68 keV are 10and 1 cm™!
for bone and tissue, respectively.

X-ray intensity

A

| 1
50 100
X-ray energy (keV)

FIGURE 1.39. lllustration for Exercise 1.2.
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FIGURE 1.40. lllustration for Exercise 1.3.

Explain why fipone = flyssue at low X-ray energies, but the two values of u
become closer as the X-ray energy increases.

The linear attenuation coefficient of a gadolinium-based phosphor used for
detection of X-rays is 560 cm ™' at an X-ray energy of 150 keV. What percentage
of X-rays are detected by phosphor layers of 100, 250 and 500 «m thickness?
What are the tradeoffs in terms of spatial resolution?

In Figure 1.41, calculate the relative intensities of the signals S, S;, and S5
produced by each crystal. The value of pyssue is 0.5 cm ™!, pone is 1 cm™!, and

~ -1
Hecrystal 18 2cm™.

Intensifying screens (Section 1.5.3) can be placed on both sides of the
X-ray film (double-sided) or on one side only (single-sided). Explain why

FIGURE 1.41. lllustration for Exercise 1.6.
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FIGURE 1.42. lllustration for Exercise 1.9.

double-sided screens give a higher image SNR, but single-sided screens have
a better spatial resolution.

1.8. An X-ray with energy 60 keV strikes a gadolinium-based intensifying screen,
producing photons at a wavelength of 415 nm. The energy conversion coeffi-
cient for this process is 20%. How many photons are produced for each incident
X-ray? (Planck’s constant = 6.63 x 1073 Js, 1eV = 1.602 x 10717 J.)

1.9. In mammographic examinations, the breast is compressed between two plates,
as shown in Figure 1.42. Answer the following with a brief explanation:
(a) Is the geometric unsharpness increased or decreased by compression?

(b) Why is the image contrast improved by this procedure?

(c) Is the required X-ray dose for a given image SNR higher or lower with
compression?

1.10. For the two X-ray film characteristic curves shown in Figure 1.43:
(a) Which one corresponds to the film with the higher speed?

FIGURE 1.43. lllustration for Exercise 1.10.
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(b) Which one corresponds to the film with the broader modulation transfer
function?

1.11. In digital subtraction angiography, two images are acquired, the first before

injection of the contrast agent and the other postinjection.

(a) Write an expression for the X-ray intensity /; in the first scan in terms of
lo, Lhiissues Xiissues Mbloods AN Xvesset, Where Xiissue and Xyesser are the dimen-
sions of the respective organs in the direction of X-ray propagation.

(b) Write a corresponding expression for the X-ray intensity I, for the second
scan, replacing Lpiood With fconstrast-

(c) Is the image signal intensity from static tissue removed by subtracting the
two images?

(d) Show that the signal from static tissue is removed by computing the quan-
tity log(15) — log(1y).

1.12. In digital subtraction angiography, what is the effect of doubling the X-ray

intensity on the SNR of the image? What would be the effect of doubling the
dose of contrast agent on the SNR of the image?

1.13. For the case of X-rays passing through tissue with a constant linear attenuation

coefficient (fLisspe > HMwaer), does the CT number increase or decrease as a
function of distance through the tissue due to beam hardening?

1.14. Draw the CT projection obtained from the setup shown in Figure 1.44. Assume

that the spherical sample has a uniform attenuation coefficient throughout its
volume.

FIGURE 1.44. |llustration for Exercise 1.14.
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FIGURE 1.45. lllustration for Exercise 1.16.

Considering the effects of beam hardening, draw the actual CT projection that
would be obtained from the sample in Exercise 1.14. Sketch the final image
that would be formed from filtered backprojection of all of the projections
acquired in a full scan of the sample in Exercise 1.14.

For the set of projections shown in Figure 1.45, perform one series of a ray-
by-ray iteration on the horizontal, the diagonal, and the vertical projections.
Calculate the minimum squared error after each iteration.

For the object shown in Figure B1 (Appendix B), draw the projections that
would be acquired at angles ¢ = 0, 45, 90, 135, and 180°.

For the object shown in Figure 1.46, sketch the sinogram for values of ¢ from
0 to 360°.

FIGURE 1.46. lllustration for Exercise 1.18.
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Nuclear Medicine

2.1. GENERAL PRINCIPLES OF NUCLEAR MEDICINE

In contrast to X-ray, ultrasound, and magnetic resonance, nuclear medicine imaging
techniques do not produce an anatomical map of the body, but instead image the spatial
distribution of radiopharmaceuticals introduced into the body. The complementary
role of nuclear medicine diagnoses arises from the fact that most pathological condi-
tions are initiated by a change in the basic chemistry and biochemistry of tissue. In
time, these chemical changes lead to deficiencies in organ function and changes in the
physical properties of the tissue. Examples include cell swelling and the formation of
edema, tumor enlargement and metastasis, and changes in tissue morphology. Imag-
ing techniques that are sensitive to these early biochemical changes form an important
part of clinical diagnosis. Nuclear medicine detects these early indicators of disease by
imaging the uptake and biodistribution of radioactive compounds introduced into the
body in very small amounts (typically nanograms) via inhalation into the lungs, direct
injection into the bloodstream, subcutaneous administration or oral administration.
These “radiopharmaceuticals,” also termed radiotracers, are compounds consisting of
achemical substrate linked to a radioactive element. The chemical structure of the par-
ticular radiopharmaceutical determines the biodistribution of the complex within the
body, and a large number of radiopharmaceuticals are used clinically in order to target
specific organs. Abnormal tissue distribution or an increase or decrease in the rate at
which the radiopharmaceutical accumulates in a particular tissue is a strong indicator
of disease. Radiation, usually in the form of y-rays, from the radioactive decay of the
radiopharmaceutical is detected using an imaging device called a gamma camera.
Figure 2.1 shows the basic principles and instrumentation involved in image for-
mation. The radiopharmaceutical is shown in Figure 2.1 to be localized in a specific

57
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FIGURE 2.1. (Left) A general schematic of the instrumentation required for the formation of
nuclear medicine images using a gamma camera. (Right) A brain tumor shows up as an area of
high signal intensity in one slice from a SPECT multislice dataset.

organ in the body. Decay of the radioactive. element produces y-rays, which em-
anate in all directions. Attenuation of y-rays in tissue occurs via exactly the same
mechanisms as for X-rays, namely coherent scattering, Compton scattering, and pho-
toelectric interactions. In order to determine the position of the source of the y-rays,
a collimator is placed between the patient and the detector so that only those compo-
nents of radiation that have a trajectory at an angle close to 90° to the detector plane
are recorded. Rather than using film, as in planar X-ray imaging, to record the image,
a scintillation crystal is used to convert the energy of the y-rays that pass through
the collimator into light. These light photons are in turn converted into an electrical
signal by photomultiplier tubes (PMTs). The image is formed by analyzing the spa-
tial distribution and the magnitude of the electrical signals from each PMT. Planar
nuclear medicine images are characterized, in general, as having a poor SNR and low
spatial resolution (~5 mm), but extremely high sensitivity, being able to detect very
small amounts of radioactive material, and very high specificity because there is no
background radiation in the body.

Three-dimensional nuclear medicine images can be produced using the principle
of tomography. A rotating gamma camera is used in a technique called single photon
emission computed tomography (SPECT). As in X-ray CT, the increase in image
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dimensionality increases the diagnostic power of the technique significantly. This is
particularly true in cases where the radiopharmaceutical is distributed in more than
one overlying organ. The image on the right of Figure 2.1 shows a scan of a brain
tumor using SPECT, with the tumor showing an increased uptake of the particular
radiopharmaceutical compared to the surrounding healthy tissue. The most recently
developed technique in nuclear medicine is positron emission tomography (PET),
which is based on positron-emitting radiopharmaceuticals. Due to the nature of the
processes involved in positron annihilation and subsequent emission of two y-rays,
covered in detail in Section 2.11, PET has a sensitivity advantage over SPECT of
between two and three orders of magnitude.

2.2. RADIOACTIVITY

Radioactivity is an intrinsic property of particular isotopes that have unstable nuclei.
Isotopes of a particular element have the same number of protons, but vary in the
number of neutrons in the nucleus. The phenomenon of radioactivity refers to the
process whereby various forms of radiation are emitted as a result of a spontaneous
change in the composition of the nucleus. Whether or not an isotope is radioactive
depends upon the stability of its nucleus, which in turn is dictated by the relationship
between the atomic number (Z, the number of protons) and atomic mass (A, the sum
of the number of protons and neutrons). Strong neutron—neutron, neutron—proton, and
proton~proton forces are attractive over very short distances, whereas electromagnetic
forces between protons are repulsive in nature, and so the stability of a particular
nucleus is determined by the balance of these attractive and repulsive forces. For
values of A less than 50 a stable configuration corresponds to a nucleus with equal
numbers of neutrons and protons. For heavier nuclei, A > 50, the ratio of the number
of neutrons to protons required for stability increases, as shown in Figure 2.2.

no.neutrons
A

stability/ ,-*

- .
» L4

no.protons +—> time
Tin

FIGURE 2.2. (Left) The solid line represents the number of protons and neutrons required for
nuclear stability. The dashed line represents equal numbers of protons and neutrons. (Right) A
graph showing the exponential radioactive decay of a radionuclide as a function of time. N is
the number of nuclei at any given time, Ny is the number at time t = 0, and 11,2 is the half-life of
the radionuclide.
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The radioactivity, or activity, Q of a radionuclide is defined as the number of
nuclear disintegrations per unit time. For N nuclei of a particular element

dN
0=-—=1N @2.1)

where X is the decay constant. Radioactivity is measured in units of curies (Ci), or more
conveniently, in millicuries, where 1 Ci equals 3.7 x 10'° disintegrations/second.
Some older texts report measurements in becquerels (Bq), where 1 Bq is one
disintegration/second. Equation (2.1) can be solved to give

N = Ngexp(—At) 2.2)

where N is the number of nuclei at time ¢ = 0. The half-life t,,, of a particular
element corresponds to the time required for the radioactivity to drop to one-half of
its current value, as shown in Figure 2.2. The value of 1, ; is independent of the value
of N:

In2
T = (2.3)

When calculating the time dependence of radioactivity within the body for a nuclear
medicine scan, the biological half-life of the radionuclide must also be considered.
In many cases, excretion of the radionuclide from biological tissue is also an exponen-
tial process, which can be characterized by a decay constant Api, and corresponding
half-life 1y,. The effective half-life z.g of radioactivity within the body is given
by

1 1 1
= — 4+ — (24
Teff T1/2 Thio

The value of 1. is always less than the shorter of the two half-lives 1,/ and Ty;o.

2.3. THE PRODUCTION OF RADIONUCLIDES

There are four basic methods for producing radionuclides: neutron capture, nuclear fis-
sion, charged-particle bombardment, and the use of radionuclide generators. The first
two methods use a small nuclear reactor specifically designed for radionuclide pro-
duction. Many elements that were formerly produced using neutron capture are now
created using nuclear fission, which uses fast neutrons with energies up to 100 MeV.
In terms of clinical nuclear medicine, the most important nuclear fission reaction is the
creation of ®Mo, the chemical precursor used in the technetium generator described
in Section 2.5:

99 133 1
In4+35Ur - Z8Ur — HMo + 'BSn+ 4 ¢n
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The '*3Sn subsequently decays to form '33Xe, which is used in nuclear medicine
studies of the lung. Another commonly used radionuclide, '*'I, is also formed by
nuclear fission of 2*3Ur.

The third method, charged-particle bombardment, uses a cyclotron. Cyclotrons
work by ionizing hydrogen or deuterium gas using a radiofrequency field in the
center of the cyclotron. These negatively charged ions are then accelerated in a spiral
trajectory toward the outside of the circularly shaped cyclotron. Two superconducting
magnets situated at the top and bottom of the cyclotron are used to contain the
ion beam. At the outer edge of their trajectory, the ions exit the cyclotron and are
magnetically steered through a thin copper “stripping foil.” This foil removes elec-
trons from the ions, leaving protons or deuterium nuclei to collide with the target,
which is stationed within a thick boronated-polyethylene block. This block absorbs
the scattered neutrons produced during bombardment. The proton or deuteron nuclei
collide with a particular target to produce the desired radioactive isotopes. Commonly
used radionuclides produced using a cyclotron include 2°'Tl, ’Ga, '''In, and %L
A small on-site cyclotron is also used for production of radionuclides for positron
emission tomography, covered in Section 2.11.

Finally, the most convenient method of radionuclide production is via an on-site
generator. This unit can be delivered and removed from a medical facility, usually on
a weekly basis. The radionuclide is produced continuously from the generator and is
usually “milked” daily. A detailed description of the most commonly used system,
the technetium generator, is given in Section 2.5.

2.4. TYPES OF RADIOACTIVE DECAY

Radioactive elements can decay via a number of mechanisms, of which the most
common and important in nuclear medicine are a-particle decay, B-particle emis-
sion, y-ray emission, and electron capture, described in detail below. Additional
mechanisms involving positron emission are outlined later in this chapter. The most
useful radionuclides for diagnostic imaging are those that emit y -rays or X-rays be-
cause these forms of radiation can pass through tissue and reach a detector situated
outside the body. A useful parameter in quantifying the attenuation of radiation as it
travels through tissue is the half-value layer (HVL), which corresponds to the thick-
ness of tissue that absorbs one-half of the radioactivity produced. A value of HVL less
than several centimeters means that not only does very little radiation escape from
the body, but patient radiation dose is also very high.

An a-particle consists of a helium nucleus—two protons and two neutrons—with a
net positive charge. Typical particle energies are between 4 and 8 MeV. The a-particle
has a tissue HVL of only a few millimeters, and is therefore not directly detected in
nuclear medicine. This form of radioactive decay occurs mainly for radionuclides
with an atomic number greater than 150.

A B-particle is an electron, and is emitted with a continuous range of energies.
Radioactive decay occurs via the conversion of a neutron into a proton, with emission
of a high-energy S-particle and an antineutrino. Kinetic energy is shared in a random
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manner between the S-particle and antineutrino, and hence the electron has a contin-
uous range of energies. A 1-MeV S-particle has an HVL of 0.4 mm in tissue, a value
rising to 4 mm for a 5-MeV B-particle.

Although radionuclides that produce predominantly «- or S-particles cannot be
used for diagnosis using nuclear medicine scans, they can be used as radiotherapeutic
agents if they can be targeted to, for example, tumors. Within the tumor the radioac-
tivity destroys the diseased tissue and stops the cancer from proliferating. In addition,
due to the low HVL values, very little radiation will reach the healthy tissue which
lies outside the tumor.

No radionuclide can decay solely by y-ray emission, but certain decay schemes
result in the formation of an intermediate species that exists in a metastable state, with
a reasonably long half-life. The radionuclide *™Tc, which is the most widely used
radionuclide, used in over 90% of studies, exists in such a metastable state. It is formed
from **Mo according to the scheme shown below. Roughly 90% of the metastable
9mTe nuclei follow this decay path:

a6t 66h

Mo 2225 B+ 9ImFc 222 P 4y

The energy of the emitted y-ray is 140 keV. Below an energy of 100 keV most
y-rays are absorbed in the body via photoelectric interactions, in direct analogy to
X-ray attenuation in tissue, and so radionuclides used in nuclear medicine should
emit y-rays with energies greater than this value. Above an energy of 200 keV,
y-rays penetrate the thin collimator septa used in gamma cameras to reject unwanted,
scattered y-rays. Therefore, the ideal energy of a y-ray for imaging lies somewhere
between 100 and 200 keV.

The final mechanism of radioactive decay is electron capture (with subsequent
y-ray or X-ray emission), in which an orbital electron from the K or L shell is captured
by the nucleus, producing a corresponding gap in the orbital shell. Electrons from
outer shells fill the gap in a cascade process, which produces characteristic X-rays.
The capture of the orbital electron also results in internal bremsstrahlung radiation
being produced. Several clinically useful radionuclides decay via this mechanism:
examples include iodine, thallium, and indium:

By % B8 Bretry (159 keV)

73h

0TI+ % =5 BHg+y (167 keV) + X-rays  (68-82 keV)

Win+ Se I8 Ulcd+y  (171keV)

For clinical imaging, an ideal radionuclide should have a half-life that is short enough
to limit the radiation dose to the patient, yet long enough such that the radioactivity
is not exhausted by the time the nuclide has distributed within the body. Radioactive
decay should be via monochromatic y-ray emission to a stable nuclear state, and
there should be no emission of «- or S-particles, which would result in large patient
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TABLE 2.1. Properties of Common Radionuclides Used
in Nuclear Medicine

Radionuclide Half-life y-ray Energy (keV)
98mTe 6.02h 140
87Ga 3.2d 93, 185, 300, 394
20Ty 3.0d 68-82 (X-rays)
138xg 5.3d 81
M 2.8d 171,245
131} 8d 364
123) 13h 159

radiation doses. Table 2.1 lists the properties of the most commonly used radionuclides
in nuclear medicine.

2.5. THE TECHNETIUM GENERATOR

A number of radionuclides fulfill many of the criteria outlined in the previous section
for an ideal radiopharmaceutical for nuclear medicine. Most of these radionuclides,
however, have to be produced from an off-site cyclotron or nuclear reactor. One
exception is ™ Tc, which can be produced from an on-site generator. The radionuclide
99mTc has a half-life of 6.02 h, is generated from a long-lived parent, Mo, emits
a monochromatic 140-keV y-ray with very minor 8-particle emission, and has an
HVL of 4.6 cm. In combination with the advantages afforded by on-site production,
these properties result in ™ Tc being used in more than 90% of nuclear medicine
studies.

The on-site technetium generator consists of an alumina ceramic column with
radioactive Mo absorbed on its surface in the form of ammonium molybdenate.
The column is housed within a lead shield for safety considerations. The *™Tc is
obtained by flowing an eluting solution of saline through the generator. The solution
washes out the ™Tc, which binds very weakly to the alumina, leaving the **Mo
behind. Suitable radioassays are then carried out to determine the concentration and
the purity of the eluted **™Tc. Typically, the technetium is eluted every 24 h and the
generator is replaced once a week. A simple mathematical model, presented below,
describes the dynamic operation of the technetium generator.

The number of *’Mo atoms, denoted by N;, decreases with time from an initial
maximum value Ny attime ¢ = 0. This radioactive decay produces N, atoms of *™Tc,
which decay to form N3 atoms of *Tc, the final stable product:

99M0 _ﬂ_) 99mTC _ﬂ_) 99Tc
(M) (N2) (N3)
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The values of A; and A, are 2.92 x 1076 and 3.21 x 107> s~!, respectively. In the
following analysis, for simplicity, the time dependence of Ny, N,, and N3 is assumed,
rather than explicitly stated as N(z), etc. The decay process can be represented by
three simple differential equations:

aN_ N N2 NG = N N5 _ N (2.5)
dt" l lv dt - l l 221 dt— 22 .

From the first equation, the value of N; can be calculated as
Ny = Noe_k't (2.6)
The equation for d N, /dt can be rearranged to give

dN
d—tz + ANy = ANy 2.7

First, the homogeneous equation is solved by setting the right-hand side of equation
(2.7) equal to zero, which results in

(homogeneous) N, = Ce ™™ 2.8)

For the particular solution, N, can be expressed as

(particular) N, = De ™! 2.9
Solving for D gives
D= AA‘NK (2.10)
2 — M

Combining the homogeneous and particular components gives

MNo _
Ny =Ce™™ 4 ——e™™ 2.11
2 e+ oy e (2.11)
Applying the boundary condition that N, = 0 at ¢ = 0, we obtain
ANy
C=——"-— 2.12
M (2.12)
The final solution for N, is therefore
MNo -t
Ny=———(e™™ —e™ 2.13
= e e (2.13)
The radioactivity of “™Tc, Q», is thus given by
AAa N,
Q, = ZEE gkt ghary (2.14)

T - M
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FIGURE 2.3. (Left) A plot of the radioactivity of %Mo and %°™Tc as a function of time. (Right) A
graph of the radioactivity of ®™Tc in the technetium generator in the case where the %™Tc is
removed every 24 h.

The time dependence of both O and Q5 is plotted in the left part of Figure 2.3. The
fact that the half-life (66 h) of the “parent” element, Mo, is an order of magnitude
longer than that (6 h) of the “daughter” isotope, **™Tc, results in an equilibrium state
being established in which the ratio of the amounts of the two species is constant, that
is, the decay rate of the daughter nucleus is governed by the half-life of the parent,
rather than by its own. In practice, as already mentioned, the generator is “milked”
every 24 h to remove the **™Tc. Figure 2.3 also shows the corresponding dynamic
change in Q, for a 7-day period.

2.6. THE BIODISTRIBUTION OF TECHNETIUM-BASED
AGENTS WITHIN THE BODY

The #°™T¢ eluted from the generator is in the form of sodium pertechnetate, NaTcOy.
If this compound is injected into the body, it concentrates in the thyroid, salivary
glands, and stomach, and can be used for scanning these organs. The majority of
radiopharmaceuticals, however, are prepared by reducing the pertechnetate to ionic
technetium (Tc**) and then complexing it with a chemical ligand that binds to the
metal ion. The properties of this ligand are chosen to have high selectivity for the
organ of interest with minimal distribution in other tissues. The ligand must bind
the metal ion tightly so that the radiopharmaceutical does not fragment in the body.
General factors which effect the biodistribution of a particular agent include the
strength of the binding to blood proteins such as human serum albumin (HSA),
the lipophilicity and ionization of the chemical ligand (because transport across
membranes is fastest for lipophilic and nonionized species), and the means of ex-
cretion from the body, for example, via the liver or kidney. Some commonly used
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TABLE 2.2. ¥™T¢ Radiopharmaceuticals and
Corresponding Clinical Applications

Radiopharmaceutical Clinical Application
99mTe-macroaggregated albumin Pulmonary perfusion
99mTe-diphosphonate Skeletal

99mTe-glucoheptonate Brain tumors

99mTe-sulfur colioid Liver and spleen, sentinel node location
99mMTe-DTPA Renal, pulmonary ventilation

9mTe HMPAO Brain perfusion

99mTe.Sestamibi Myocardial perfusion

99mMTe_MAG, Renal

9mTc-based radiopharmaceuticals are listed in Table 2.2; further examples are de-
scribed in Section 2.10.

2.7. INSTRUMENTATION: THE GAMMA CAMERA

The gamma camera, shown in Figure 2.4, is the instrumental basis for all nuclear
medicine imaging studies. The roles of each of the separate components are covered
in the following sections.

2.7.1. Collimators

Many types of collimator are used in nuclear medicine, but the most common geom-
etry is a parallel-hole collimator, which is designed such that only y-rays traveling
at angles close to 90° to the collimator surface are detected. The collimator thus re-
duces the contribution from y-rays that have been Compton-scattered in tissue; these
contain no useful spatial information, and reduce the image CNR. The collimator is
usually constructed from thin strips of lead, through which transmission of y-rays is
negligible. The normal pattern of the lead strips is a hexagonally based “honeycomb”
geometry, as shown in Figure 2.5.

The dimensions and the arrangement of the lead strips determine the contribution
made by the collimator to the overall spatial resolution of the gamma camera. In
Figure 2.5, if two point sources are placed a distance less than R apart, then they
cannot be resolved. The value of R is given by

_d(L+32)
T L

R (2.15)

where L is the length of the septa, d is the distance between septa, and z is the
distance between the y -ray source and the front of the collimator. Therefore, the spatial
resolution can be improved by increasing the length of the septa in the collimator,
or minimizing the value of z, that is, positioning the gamma camera as close to the
patient as possible.
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FIGURE 2.4. Schematic diagram of a gamma camera positioned above the patient. The distri-
bution of the radiopharmaceutical is indicated by the shaded region within the body.

FIGURE 2.5. (Left} A top view of a hexagonal geometry lead collimator placed directly on the
surface of the scintillation crystal. (Right} A side view of the collimator and crystal: the values of
L,t,d, and z determine the closest separation R at which two sources of radjoactivity can be
resolved.
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An important fact to note from equation (2.15) is that the spatial resolution depends
upon the depth within the body of the organ in which the radiopharmaceutical
source accumulates. Regions of radioactivity closer to the surface are represented
on the image at a higher spatial resolution than those deeper in the body. This depth
dependence results in images that can show geometric distortion, and great care must
be taken in image interpretation in such cases.

There are two general classes of collimators, referred to as high resolution (HR)
and high sensitivity (HS). In HR collimators the septa thickness is approximately
0.4 mm and the septa length is 24 mm. An HS collimator typically has the same
septa length, 24 mm, as an HR collimator, but a reduced septa thickness between
0.15 and 0.2 mm. For both HR and HS collimators, the fact that the septal length is
much greater than the septal thickness means that the vast majority of y-rays from
the radiopharmaceutical are absorbed by the septa rather than being detected by the
scintillation crystal. The geometric efficiency, G, of the collimator is given by

a? \?
G =k(L(d—+t)) (2.16)

where k is a constant related to the collimator geometry. There are a number of other
types of collimators, shown in Figure 2.6, that can be used to magnify, or alternatively
reduce the size of, the image. A converging collimator, for example, can be used
for imaging small organs close to the surface of the body. An extreme form of the
converging collimator is a “pinhole collimator,” which is used for imaging very small

image image
biect '!.-" 5
e 4 object
image image
object

object

FIGURE 2.6. Representations of four different forms of collimator used in nuclear medicine.
(Top left) A parallel-hole collimator: the object and the image are the same size. (Top right) A
diverging collimator, using which the image is smaller than the object. (Bottom left) A converging
collimator produces a magnified image. (Bottom right) A pinhole collimator results in a greatly
magnified image.
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organs. A pinhole collimator increases significantly the magnification and the spatial
resolution of the image, but also results in some geometric distortion, particularly at
the edges of the image. It is used primarily for thyroid and parathyroid imaging. In
contrast, a diverging collimator reduces the size of the image compared to the physical
dimensions of the object and is used to image a structure larger than the size of the
detector.

2.7.2. The Scintillation Crystal and Coupled Photomultiplier Tubes

The most common y-ray detector is based on a single crystal of thallium-activated
sodium iodide, Nal(T1). The thallium creates imperfections in the crystal structure of
the Nal such that atoms within the crystal can be excited to elevated energy levels.
When a y-ray strikes the crystal, it loses energy through photoelectric and Compton
interactions with the crystal. The electrons ejected by these interactions lose energy
in a short distance by ionizing and exciting the scintillation molecules. Deexcitation
of these excited states within the scintillation crystal occurs via emission of photons
with a wavelength of 415 nm (visible blue light), corresponding to a photon energy
of ~4 eV. The intensity of the light is proportional to the energy of the incident y -ray.
The light emission decay constant, which is the time for the excited states to return to
equilibrium, is 230 ns for Nal(T1). This means that count rates of 10*~10°y-rays per
second can be recorded accurately. The linear attenuation coefficient of Nal(T1) at 140
keV has a high value, 2.22 cm~!, and s0 90% of the y-rays that strike the scintillation
crystal are absorbed in a 1 cm thickness. Overall, approximately 13% of the energy de-
posited in the crystal via y -ray absorption is emitted as visible light. One disadvantage
of the Nal(Tl) crystal is that it is hygroscopic, and so must be hermetically sealed.
The choice of crystal thickness in nuclear medicine involves the same tradeoff
between spatial resolution and sensitivity as was described in Section 1.5.3 for inten-
sifying screens in X-ray imaging. When a y-ray strikes the Nal(TI) crystal, light is
produced from a very small volume determined by the range, typically 1 mm, of the
photoelectrons or Compton-scattered electrons. The thicker the crystal, the broader is
the light spread function and the poorer is the spatial resolution. For obtaining **™Tc
or 29'T1 nuclear medicine images, the optimal crystal thickness is approximately
0.6 cm. However, this value is too small for detecting, with high sensitivity, the higher
energy y-rays associated with radiopharmaceuticals containing gallium, iodine, and
indium and so a compromise crystal thickness of 1 cm is generally used in these cases.
The second step in forming the nuclear medicine image involves detection of the
light photons emitted by the crystal by hexagonal PMTs, which are closely coupled
to the scintillation crystal. This geometry gives efficient packing, and also has the
property that the distance from the center of one PMT to that of each neighboring
PMT is the same: this property is important for determination of the spatial location
of the scintillation event using an Anger position network, as covered in Section 2.7.3.
Arrays of 61, 75, or 91 PMTs, each with a diameter of between 25 and 30 mm, are
typically used. The basic design of a PMT is shown in Figure 2.7. Light photons pass
through the transparent window of the PMT and strike the photocathode, which is
made of a bialkali material with a spectral sensitivity matched to the light-emission
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FIGURE 2.7. A schematic of a photomultiplier tube. Light emitted by the scintillation crystal is
converted into a current at the output of the photomuitiplier tube. Only 3 dynodes are shown;
typically up to 10 are present. For every electron striking a dynode, a significantly greater number
of electrons is emitted.

characteristics of the scintillation crystal. Provided that the photon energy is greater
than the photoelectric work function of the photocathode, free electrons are generated
in the photocathode via photoelectric interactions. These electrons have energies
between 0.1 and 1 eV. A bias voltage of between 300 and 5000 V applied between
the first anode (also called a dynode) and the photocathode attracts these electrons
toward the anode. If the kinetic energy of this incident electron is above a certain
value, typically 100-200 eV, when it strikes the anode a large number of electrons are
emitted from the anode for every incident electron: the result is effectively noise-free
amplification. A series of 10 successive accelerating dynodes produces between 10°
and 10° electrons for each photoelectron, creating an amplified current at the output
of the PMTs. This current then passes through a series of low-noise preamplifiers and
is digitized using an A/D converter.

Each PMT should ideally have an identical energy response, that is, the output
current as a function of the energy of the y-ray. If this is not the case, then artifacts
are produced in the image. For planar nuclear medicine scans, a variation in uniformity
of up to 10% can be tolerated; however, for SPECT imaging, covered later in this
chapter, this value should be less than 1%. In practice, calibration of the PMTs is
performed using samples of uniform and known radioactivity, and automatic data
correction algorithms are applied to the data. More recently, continuous monitoring
of individual PMTs during the nuclear medicine scan has become possible using a
light-emitting diode (LED) calibration source for each PMT.

New types of gamma cameras, based on multiple-crystal detectors, are currently
being developed, and may become standard in the near future. In one such design, a
two-dimensional array of long, thin crystals is situated in front of a single position-
sensitive PMT (PSPMT). The signal from the PSPMT is digitized using a high-speed
A/D converter, with this signal carrying information on the energy of the detected
y-ray, as well as the x and y coordinates of the scintillation event. In this setup, each
crystal in the two-dimensional array represents one pixel in the reconstructed nuclear
medicine scan. In a further development of the crystal-array concept, the Nal(Tl)
crystals can be replaced by a semiconductor, cadmium zinc telluride (CZT), which
has a much greater energy resolution and can measure much higher count rates.
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2.7.3. The Anger Position Network and the Pulse Height Analyzer

The PMTs situated closest to a given y -ray-induced scintillation in the crystal produce
the largest output current. By comparing the magnitudes of the currents from all of the
PMTs, the location of individual scintillations within the crystal can be estimated.
This calculation is most easily carried out using an Anger logic circuit, named after
one of the pioneers in development of the gamma camera, Hal Anger. This network
produces four output signals, X*, X, ¥+, and ¥ ~, the relative magnitudes and signs
of which define the location of the scintillation event in the crystal. Figure 2.8 shows
two of the four channels of such a network.

In addition to recording the individual components X*, X~, Y+, and Y, the
summed signal (Xt + X~ + Y* + ¥Y7), termed the “z-signal,” is sent to a pulse-
height analyzer (PHA). The PHA compares the z-signal to a threshold value, which
for a ®™Tc scan corresponds to that produced by a y-ray with energy 140 keV.
If the z-signal is below this threshold, it is rejected as having originated from a
y-ray that has been Compton-scattered in the body and therefore has no useful
spatial information. In practice, rather than a single threshold value being used, a
range of values of the z-signal is accepted. The reason is that even monochromatic
140-keV y-rays that do not undergo significant scattering in the patient give a statis-
tical distribution in the size of the z-signal. Causes of this distribution include some
y-rays being scattered only by very small angles in the patient, Compton scattering
of the y-rays within the scintillation crystal itself, and spatial nonuniformities in the
crystal. The energy resolution of the system is defined as the full-width half-maximum
(FWHM) of the photopeak, shown in Figure 2.9, and typically is about 14 keV (or
10%) for most gamma cameras. The narrower the FWHM of the system, the better it
is at discriminating between unscattered and scattered y -rays. The threshold level for
accepting the “photopeak” is set to a slightly larger value, typically 15%. For example,
a 15% window around a 140-keV photopeak means that values of 129.5-150.5 keV
are accepted as corresponding to unscattered y -rays.

FIGURE 2.8. A version of an electronic network used for estimating the location at which a
particular y-ray strikes the scintillation crystal. For simplicity, only the X* and X~ channels are
shown in their entirety and only seven PMTs (1-7) are drawn. The magnitude and polarity of the
outputs X+ and X~ determine the position estimate in the x direction.



72 NUCLEAR MEDICINE

Relative counts Relative counts

A

ACompton scatter and
lead X-ray peak

iodine escape
peak

4

FWHM

I I | —»

100 140 100 140
Y-ray energy (keV)

Y-ray energy (keV)

FIGURE 2.9. Energy spectra of %™Tc y-rays detected by the scintillation crystal. (Left) The
situation when only the gamma camera is used, with no patient. (Right) A broadened spectrum
is obtained with the patient in place. The dashed vertical lines represent the range of values
accepted by the pulse height analyzer.

Figure 2.9 compares the energy spectrum for ™Tc for a gamma camera in the
absence and in the presence of a patient. In the former case, a number of distinct peaks
are visible in addition to the expected 140-keV primary y-ray peak. The iodine escape
peak arises from y -ray photoelectric interactions in the crystal, resulting in the release
of iodine characteristic X-rays, which have an energy of 28.5 keV. The y-rays reach-
ing the scintillation crystal, therefore, have a residual energy of 111.5 (140 — 28.5)
keV. The lead X-ray peak arises from the 140-keV y-rays interacting with the K -shell
electrons of lead in the collimator, giving rise to characteristic X-rays at 75 and
88 ke V. Compton scattering of the y-rays in the scintillation crystal results in a peak
at 90 keV. In the presence of the patient, the energy spectrum of the detected y-rays
broadens considerably, due almost entirely to Compton scattering in the patient.

If the z-signal lies within the accepted range, then the values of the X+, X, Y™,
and Y~ signals are used by the computer to estimate the position of the scintillation
event, and this is recorded in a two-dimensional data matrix for subsequent image
filtering and display.

If the geometric efficiency of the system is high and the injected dose of radio-
pharmaceutical is large, then the total number of y-rays that strike the scintillation
crystal can exceed the recording capabilities of the system. This is because of the finite
recovery times required for various components of the gamma camera. If scintillation
events occur at time intervals less than these recovery times, then they cannot be fully
recorded. The overall “dead time” t of the system is defined by

N-—-n

N (2.17)

T =

where N is the true count rate (number of scintillations per second) and ~ is the
observed count rate. Specifications for standard gamma cameras typically have a
20% loss in the number of counts recorded.
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2.8. IMAGE CHARACTERISTICS

As outlined in the introduction to this chapter, the characteristics of nuclear medicine
scans are alow SNR and poor spatial resolution, but an extremely high CNR, compared
to other imaging modalities. Various forms of data postprocessing are used to increase
the image SNR, although this degrades further the spatial resolution.

2.8.1. Signal-to-Noise Ratio

Radioactive decay is a statistical process in that there is no way to predict exactly
which atom will decay at a particular time. The number of disintegrations per unit
time fluctuates around an average value described by a Poisson statistical distribution,
which is covered in Section 5.3.1. The SNR is proportional to the square root of the
total number of counts and therefore the greater the number of y-rays detected, the
higher is the SNR. Factors which affect the SNR include the following:

1. The radioactive dose administered: The number of y-rays detected is propor-
tional to the dose of radiopharmaceutical, but there are clearly patient safety limits to
the dose that can be used. There is also an upper limit in the number of counts that
can be recorded per unit time, beyond which the dead time of the system means that
further increases in the counts does not improve the SNR. Compared to imaging with
X-rays, typically 10,000 times fewer counts are detected.

2. The effectiveness of the radiopharmaceutical at targeting a specific organ: The
higher the organ specificity of the radiopharmaceutical, the higher is the accumulated
dose in that particular organ and the greater is the SNR.

3. The total time over which the image is acquired: The greater the time, the larger
is the number of y-rays detected. The time is limited by patient comfort and the
radioactive and biological half-lives of the radiopharmaceutical.

4. Tissue attenuation: The closer the organ being imaged is to the surface of the
patient, the less is the degree of y-ray attenuation. For different radionuclides, the
higher the energy of the y-ray emitted, the lower is the attenuation in tissue and
the higher is the image SNR.

5. The intrinsic sensitivity of the gamma camera: For a given system, increasing
the scintillation crystal thickness increases the SNR because more y -rays are detected
(however, this decreases the spatial resolution). Similarly, decreasing the length or
thickness of the lead septa increases the SNR. The geometry of the collimator, that
is, pinhole, converging, diverging, etc., also affects the image SNR.

6. Postacquisition image filtering: Due to the relatively low SNR of nuclear
medicine images, processing of the final image to aid diagnosis is standard clini-
cal practice. Normally this processing consists of applying a low-pass filter to the
image, as covered in Section 5.5. This filter reduces the contribution of high spatial
frequencies, that is, reduces the noise level, but also blurs the image. The degree
to which the image is low-pass-filtered depends on the SNR of the acquired image.
Because the intrinsic image spatial resolution is relatively poor, quite strong filtering
can be applied without introducing significant blurring.
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2.8.2. Spatial Resolution

There are four major contributions to the spatial resolution of a nuclear medicine
scan:

1. The intrinsic spatial resolution of the gamma camera (excluding the colli-
mator) Ryamma: This reflects the uncertainty in the exact location at which light is
produced in the scintillation crystal. The degree of uncertainty is dictated by the
thickness of the crystal and also by the intrinsic resolution of the Anger position en-
coder. The thicker the crystal, the broader is the light spread function (Section 1.5.3)
and the poorer is the spatial resolution. A typical value of Ryamma lies in the range
3-5 mm.

2. The geometry of the collimator: From equation (2.15), the spatial resolution
resulting from the use of a parallel-hole collimator is determined by the length
and the spacing between, the lead septa. In addition, the extent to which the spa-
tial resolution depends upon the depth within the body at which the radiophar-
maceutical accumulates is also determined by these parameters. Finally, the spa-
tial resolution depends on the choice of parallel, converging, diverging, or pinhole
collimator.

3. The degree of Compton scattering of y-rays within the patient: The deeper the
targeted organ lies within the body, the greater is the number of y-rays that will be
Compton-scattered, the lower is the CNR, and the poorer is the spatial resolution. The
number of these scattered y-rays that is detected depends upon the geometry of the
collimator, with a tradeoff between the SNR and spatial resolution.

4. Postacquisition image filtering: As covered in the previous section.

Considering the first three terms, the overall spatial resolution is given by

Rsyslem = \/ Réamma + Rzoll + Réompton (2.18)

where Rcon and Rcompron are the spatial resolutions corresponding to factors 2 and
3 above, respectively. Typical values for the overall system spatial resolution are
approximately 1-2 cm at large depths within the body and 5-8 mm close to the
collimator surface. In practice, the actual form of the PSF has two main contributions.
The contributions from the collimator and gamma camera affect the FWHM of the
PSF, as shown in Figure 2.10, but the PSF also has long “tails,” with these tails
attributable mainly to Compton scattering in the patient.

2.8.3. Contrast-to-Noise Ratio

The intrinsic image contrast is extremely high in nuclear medicine because there is no
background signal from tissues in which the radiopharmaceutical has not distributed.
In this case, the image CNR is essentially equal to the image SNR. However, the
presence of Compton-scattered y-rays does contribute to some degradation of the
image SNR. If the spatial resolution is poor, then the CNR is reduced because image
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FIGURE 2,10. The typical PSF of a nuclear medicine scan. The contribution from Compton
scattering within the patient gives the PSF a lonig tail. A Gaussian function, which would result if
only the contributions from the gamma camera and collimator were considered, is also shown
for comparison.

blurring causes signal “bleed” from areas of high signal intensity to those where no
signal should be present. This phenomenon is referred to as the partial volume effect,
and is particularly pronounced for small structures. Postacquisition processing using
low-pass filters to increase the SNR also affects the CNR: these filters can either
increase the CNR if the SNR increase outweighs the loss in spatial resolution, or can
decrease the CNR if the loss in spatial resolution is dominant.

2.9. SINGLE PHOTON EMISSION COMPUTED TOMOGRAPHY

The technique of SPECT applies tomographic principles in order to produce a
series of two-dimensional nuclear medicine scans from adjacent slices of tissue. The
relationship between planar nuclear medicine, also called “planar scintigraphy,” and
SPECT is therefore identical to that between planar X-ray imaging and CT. SPECT
has an improved CNR over planar scintigraphy by up to a factor of five or six because
sources of radioactivity are not superimposed. The spatial resolution of SPECT is not
intrinsically increased compared to planar scintigraphy, and in many cases is actually
slightly degraded, a FWHM of 1 cm being typical. In general, about five times as
many counts are needed in SPECT as in planar scintigraphy in order to obtain an
equivalent image SNR. SPECT uses much of the same instrumentation and many of
the same radiopharmaceuticals as planar scintigraphy, and most SPECT machines
can, in fact, also be used for planar and dynamic nuclear medicine scans. SPECT is
the standard acquisition modality for imaging brain and myocardial perfusion and
for oncological investigations, and can also be used to increase the image quality
of static bone and renal scans. Improved quantitation of absolute concentrations of
radiopharmaceuticals is also possible because corrections for attenuation and scatter
can be readily implemented.
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2.9.1. Instrumentation for SPECT

SPECT can be performed using either multidetector or rotating gamma camera sys-
tems. In the former, a large number of scintillation crystals and associated electronics
are placed around the patient. The primary advantage of the multidetector system is
its high sensitivity, resulting in high spatial resolution and rapid imaging. However,
system complexity and associated cost have meant that these types of systems are
not widely used in the clinic. The latter approach, using a rotating gamma camera, is
preferred for routine clinical imaging because it also can be used for planar scinti-
graphy. Data are collected from multiple views obtained as the detector rotates about
the patient’s head.

The simplest setup involves a single gamma camera which rotates in a plane
around the patient, collecting a series of signal projections, which, after correction
for scatter and attenuation, can be filtered and backprojected to form the image, as
described in Appendix B. Because the array of PMTs is two-dimensional in nature,
the data can be reconstructed as a series of adjacent slices, as shown in Figure 2.11.
An obvious improvement to this setup is to increase the number of cameras in the sys-
tem because the sensitivity per slice is approximately proportional to the number of

FIGURE 2.11. (Top left) A schematic of a three-head rotating gamma camera for SPECT. (Top
right) Multiple adjacent slices can be reconstructed from the data recorded by different PMTs.
(Bottom) A photograph of a two-head SPECT system.
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cameras. Two- and three-camera systems, depicted in Figure 2.11, are now com-
monly used. There is also an improvement in spatial resolution with multihead sys-
tems, typical numbers being 6-10 mm FWHM for three-head systems, compared to
14-17 mm FWHM for single-head. The rotational orbit of the camera can either
be circular or elliptical, with elliptical orbits maintaining the shortest distance be-
tween the patient and detector for body scans thus achieving the highest possible
spatial resolution. A 360° rotation is generally needed in SPECT because the effects
of y-ray scatter and tissue attenuation and the dependence of the spatial resolution
on the source-to-detector distance all mean that projections acquired at 180° to one
another are not identical. A focused, rather than parallel-hole, collimator is often used
in SPECT. This geometry increases the sensitivity of the scan without significantly
decreasing the spatial resolution of the system. Typical geometries of the collima-
tor are either a cone beam, where the collimator holes converge to a point, or a fan
beam, in which the holes converge to a line parallel to the axis of camera rotation.
The disadvantages involved in using such collimator geometries include the increased
complexity of data reconstruction. The position network used in an SPECT scanner
is digital, rather than analog as in planar scintigraphy, with the output from each PMT
being digitized directly, and estimation of the location of the y-ray scintillation event
is performed by computer.

In a SPECT brain scan, each image of a multislice dataset is formed from typi-
cally 500,000 counts, with a spatial resolution of ~7 mm. Myocardial SPECT has a
lower number of counts, typically 100,000 per image, and a spatial resolution about
one-half that of the brain scan. The data matrix acquired is usually either 64 x 64
or 128 x 128. Increasing the resolution from 64 x 64 to 128 x 128 improves the
spatial resolution of the image, but decreases the SNR because there are four times
fewer counts contributing to each pixel in the reconstructed image. Projections can
either be acquired in a “stop-and-go” mode or acquired during continuous rotation of
the gamma camera. The latter method is much more time efficient, but the speed of
rotation must be chosen carefully so that minimal image blurring occurs.

The intrinsic three-dimensional nature of the SPECT images means that the final
data can be displayed in any desired orientation. Visualization algorithms such as
volume rendering can also be used to analyze the data: this particular approach is
used, for example, to make volumetric cardiac measurements.

2.9.2. Scatter and Attenuation Correction

Although similar methods of data acquisition are used in SPECT and CT, and back-
projection algorithms form the basis of image reconstruction in both techniques, there
is an important difference in that scatter and attenuation correction are required for
SPECT data. Because the geometry of the X-ray beam geometry in CT is well-defined
by tight source collimation, unlike the situation in SPECT, where obviously no source
collimation is possible, the contribution of scattered radiation to the image is poten-
tially much greater in SPECT. It is also worth reemphasizing the different roles of
tissue attenuation in CT and SPECT. In CT, the reconstructed image is effectively an



78 NUCLEAR MEDICINE

estimate of the spatial distribution of the X-ray attenuation coefficients. In SPECT,
the reconstructed image is an estimate of the spatial distribution of injected radio-
pharmaceutical. Spatially dependent y-ray attenuation coefficients give rise to arti-
facts in the reconstructed image, and so should be corrected.

In the absence of tissue attenuation, a measured SPECT projection can be repre-
sented as

p@, ¢)=ce/f(x,y) ds (2.19)

where c. is a constant which relates the magnitude of the detected signal to the actual
amount of radioactivity in the body. If tissue attenuation is included, then equation
(2.19) becomes

p(r.é)=c. f f(x,y)exp [— f w(u, v) dS’] ds (2.20)

where the exponent refers to the attenuation factor for detected photons originating
from position (x, y) and traveling along a line perpendicular to the scintillation crystal.
Equation (2.22) is extremely difficult to solve analytically, involving an attenuated
inverse Radon transform, and so attenuation correction is an important part of SPECT
data processing.

The first step in data processing is scatter correction. The number of scattered
y-rays varies from pixel to pixel, and so a position-dependent scatter correction needs
to be performed. One such method uses a dual-energy window detection method. One
window is centered at the photopeak, with a “subwindow” set to a lower energy. The
main window contains contributions from both scattered and unscattered y-rays,
but the subwindow should have contributions only from scattered y-rays. The main
window typically has a fractional width Wy, of 20%, that is, between 126 and 154 keV
for 2™Tc. The subwindow has a fractional width W, of ~7% centered at 121 keV.
The true number of primary y-rays Cyim can be calculated from the total count Cior
in the main window and the count Cy,;, in the subwindow:

CoisWo
Corim = Ciotal — —52“‘3W-— 2.21)
S

Figure 2.12 shows the effect of a pixel-by-pixel scatter correction.

The second step in processing the data is attenuation correction, which can be
performed using either of two methods. In the first realization, the assumption is
made that the y-ray attenuation coefficient in tissue is uniform throughout the entire
body. The only requirement for correction is an accurate estimate of the physical
dimensions and the boundaries of the area being imaged, information which can be
measured by CT or magnetic resonance imaging (MRI). The assumption of a spatially
invariant attenuation coefficient works well when, for example, imaging the brain,
but introduces image artifacts in applications such as cardiac imaging in which tissue
attenuation is highly spatially dependent.
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FIGURE 2.12. Implementation of image corrections for SPECT. (Left) An uncorrected image of
a cylinder containing a uniform distribution of radiopharmaceutical. Attenuation artifacts cause
the signal intensity in the center of the image to be much less than that around the edges. A
one-dimensional projection of the data is shown at the top of the image. The projection also
shows that the noise level due to scattered y-rays is higher closer to the object than further away,
as would be expected. (Center) The image and the projection after scatter correction. (Right)
The image and the projection after attenuation correction, showing the expected hemispherical
profile.

The second technique applies a spatially variant correction based on a measured
estimate of tissue attenuation properties. This measurement uses a transmission scan
with tubes of known concentration of radioactive gadolinium ('>3*Gd) placed at the
focal line of each fan-beam collimator. The isotope '>Gd is long-lived and emits
y-rays with energies of ~100 keV. The patient is placed in the SPECT scanner and
a “transmission scan” is performed, which detects the spatial variation in the '3Gd
radiation transmitted through the patient. This scan is then used to estimate the spatial
distribution of the tissue attenuation coefficient. After acquisition of the transmission
scan, the patient is injected with a radiopharmaceutical and a normal diagnostic scan
is performed. If required by time constraints, the transmission calibration scan and the
diagnostic images can be acquired simultaneously using a single '3*Gd source placed
atthe focal line of only one of the collimators, with one detector acquiring transmission
data and the other two measuring the distribution of the radiopharmaceutical. The ef-
fect of attenuation correction on an SPECT image is shown on the right of Figure 2.12.

2.9.3. Image Reconstruction

Filtered backprojection of the SPECT data is the most common reconstruction
method. A low-pass filter, typically a Butterworth filter, is used in the filtered
backprojection algorithm. The general expression for a Butterworth filter is given
by

|H (jo)* = " (2.22)

+ (jw)™
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where n is the order of the filter. The higher the value of n, the sharper is the filter.
From the Nyquist sampling theorem the maximum spatial frequency in the image
Vmax 18 given by

Vmnax = s (2.23)

where Ax is the pixel size. The filter used in the backprojection is defined with
the cutoff frequency as a function of this Nyquist frequency, for example, a 10-pole
Butterworth filter with bandwidth 0.4 Nyquist. For multislice SPECT data, spatial
filtering is also applied along the slice direction.

In addition to filtered backprojection, iterative reconstruction methods are also
available on commercial machines. These iterative methods can often give better
results than filtered backprojection because accurate attenuation corrections based on
transmission source data can be built into the iteration process, as can the overall MTF
of the collimator and gamma camera. The method of backprojection is not particularly
well-suited to the incorporation of attenuation and scatter corrections.

2.10. CLINICAL APPLICATIONS OF NUCLEAR MEDICINE

The major clinical applications of nuclear medicine are the measurement of blood
perfusion in the brain, the diagnosis of tumors in various organs, and the assessment
of cardiac function. The following descriptions are not exhaustive, but outline the
development of a wide variety of different radiopharmaceuticals for the detection of
many different types of disease.

2.10.1. Brain Imaging

Planar scintigraphy is used in brain scanning to detect tumors using either injected
99mTc.diethylenetriaminetetraacetic acid (DTPA) or ™ Tc-glucoheptonate. As de-
scribed earlier, in Section 1.15.1, in healthy brain tissue the blood brain barrier (BBB)
selectively filters the blood supply to the brain, allowing only a limited number of
naturally occurring substrates, such as glucose, to enter brain tissue. If the brain is
damaged, the BBB is disrupted such that injected radiopharmaceuticals can now enter
the brain tissue. Because blood flow is often higher in tumors than in healthy tissue,
injected radiopharmaceuticals tend to show higher uptake in tumors than surrounding
tissue, as seen in Figure 2.13. Planar scintigraphy is also used to confirm brain death.
If the brain is functionally dead, then the carotid arteries are visualized on nuclear
medicine scans, but are cut off at the base of the skull. The sagittal and venous sinuses
are not visualized.

SPECT studies are performed to measure blood perfusion in the brain, most com-
monly using *™Tc-HMPAO (Ceretec), the chemical structure of which is shown in
Figure 2.14. Ceretec is a neutral complex, which passes through the BBB due to its
low molecular weight, relative lipophilicity, and electrical neutrality. Within cells,
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FIGURE 2.13. A glioblastoma shows increased uptake on an anterior scan using injected %™ Tc-
glucoheptonate.

the agent is metabolized into a more hydrophilic species, which cannot easily diffuse
back out of the cell. The spatial distribution of the radiopharmaceutical is proportional
to the regional cerebral blood flow (rCBF), and so the agent accumulates in types of
tumors that have enhanced blood flow. Peak activity occurs 1-2 min after injection,
with typically 4-7% of the dose accumulating in the brain, most of which remains in
the brain for time periods up to 24 h. Brain perfusion studies are also carried out using
Neurolite, the chemical structure of which is shown in Figure 2.14. Neurolite is a neu-
tral, lipophilic ™ Tc(V) complex and is also able to penetrate the BBB. This agent
undergoes ester hydrolysis in tissue, resulting in the formation of one free acid group:
having formed a charged complex, the agent is unable to diffuse back across the BBB.

FIGURE 2.14. The chemical structures of two agents used for brain scanning: (Left)
Ceretec, %MTc-pL-HMPAO (hexamethyl propylene amine oxime: 3,6,6,9-tetramethyl-4,8-
diazaundecane-2,10-dione dioxime). (Right) Neurolite, %°MTc-1,L-ECD, where ECD= ethyl-
cysteine dimer.
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FIGURE 2.15. Multislice SPECT brain perfusion images of a patient who has extensive brain
damage from a stroke. A stnking perfusion deficit can be seen in the lower right side of the brain.

Ceretec is used to diagnose a large range of diseases that cause altered perfu-
sion in the brain. The normal brain has symmetric blood perfusion patterns in the
two hemispheres, with higher blood flow in cortical gray matter than white matter.
Diseases that cause altered perfusion patterns include epilepsy, cerebral infarction,
schizophrenia, and dementia. One commonly studied form of dementia is Alzheimer’s
disease, which is characterized by bilateral decreased flow in the temporal and pari-
etal lobes with normal flow in the primary sensorimotor and visual cortices. Brain
tumors can also be visualized using SPECT via increased blood flow to the lesion
resulting in higher signal from the tumor. In contrast to this situation, stroke patients
often show a complete lack of blood flow in the affected area of the brain, as seen in
Figure 2.15.

Brain tumors can also be identified using SPECT imaging of labeled amino acids
such as '2I-a-methyl-L-tyrosine (IMT), which is taken up in tumors by a specific
amino acid transport system. This agent accumulates in tumors to a much higher
degree than in surrounding cortical gray matter due to this active transport mechanism.

2.10.2. Bone Scanning and Tumor Detection

Whole-body scanning using ™Tc phosphonates such as methylenediphosphonate
(MDP) or hydroxymethylenediphosphonate (HMDP, Osteoscan) can be used to de-
tect bone tumors and also soft-tissue tumors that cause deformation and remodeling
of bone structure. The mode of concentration of these agents in bone is thought to
involve the affinity of diphosphonate for the metabolically active bone mineral hy-
droxyapatite, which exhibits increased metabolic turnover during bone growth. The
usual response of bone to a tumor is to form new bone at the site or in the periphery of
the tumor. For example, spinal tumors, which consist of metastatic lesions growing
in the spinal marrow space, cause the bone structure of the spine to remodel. This re-
sults in local uptake of the radiopharmaceutical. Scanning starts 2-3 h after injection
of the radiopharmaceutical, to allow accumulation within the skeletal structure, and
10 or more scans are used to cover the whole body (Figure 2.16). If any suspected
tumor sites show up, then more-localized scans can be acquired. Bone infarctions or
aggressive bone metastases often show up as signal voids in the nuclear medicine
scan because bone necrosis has occurred and there is no blood flow to deliver the
radiopharmaceutical to that region.
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FIGURE 2.16. A whole-body bone scan using %™ Tc-MDP. A background from scattered radia-
tion can be seen throughout the body.

Gallium (¥’Ga) citrate is another agent used for tumor detection because it con-
centrates in certain viable primary and metastatic tumors as well as focal sites of
infection, although the exact mechanism of biodistribution is not well understood.
Typical applications of $’Ga scanning include diagnosis of Hodgkin’s disease, lung
cancer, non-Hodgkin’s lymphoma, malignant melanoma, and leukemia. Also used in
tumor detection is 2°! T1, accumulating mainly in viable tumor tissue. It is used in the
form of thallious chloride, and can be used to detect thyroid cancer, primary bone
tumors (unlike ™ Tc-MDP, 2°!'T1 does not show activity secondary to bone heal-
ing), and in differentiating benign from malignant breast lesions. Combined 2°'T1
and %’Ga scans can be used for the specific diagnosis of Karposi’s sarcoma, which
is often associated with AIDS, because this sarcoma is usually 2°'Tl-positive and
67Ga-negative.

Radiopharmaceuticals can also be designed to target specific sites present dur-
ing the cell cycle of the cancerous tissue. For example, it is well established that
somatostatin receptors are overexpressed in a number of human tumors. A radio-
pharmaceutical, !!'In-DTPA-octreotide (where octreotide is a metabolically stable
analog of somatostatin containing eight amino acids), has been designed to target these
tumors, which include endocrine pancreatic tumors, carcinoids and paragangliomas,
lymphomas, and breast cancer. The long half-life, 67 h, of '''In means that imaging
is typically performed 24 h after injection to allow the fraction of the radiopharma-
ceutical dose that distributes nonselectively within tissue to be excreted. Two y-rays
with energies 172 and 247 keV are emitted by this radionuclide, and both are detected
in order to increase SNR of the image.
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Monoclonal antibodies and fragments have also been used to target tumors. One
example is Oncoscint, which s an !!'In(111)-labeled IgG murine monoclonal antibody.
This agent targets the cell surface mucin-like glycoprotein antigen TAG-72, which is
found in colorectal and ovarian carcinomas.

2.10.3. Cardiac Imaging

Cardiac SPECT scans are performed to measure blood flow patterns in the heart and to
detect coronary artery disease and myocardial infarcts. Unlike most other applications,
the cardiac SPECT system usually contains only two rotating gamma cameras, with
the detectors situated at 90° to one another. Typically, only a 180° rotation is used to
form the image because the heart is positioned close to the front of the thorax and
well to the left of the body, and therefore views in which the detector is far away from
the heart would essentially contribute only scattered y -rays.

The most common type of scan measures myocardial perfusion and is referred to as
a cardiac-stress test. This procedure is usually carried out using radiopharmaceuticals
such as 2™ Tc-sestamibi (Cardiolite) or ™Tc-tetrafosmin (Myoview), the chemical
structures of which are shown in Figure 2.17. These agents are uni-positively charged
complexes, a feature which results in their concentrating in heart muscle. The degree
of lipophilicity of the agents is also an important aspect in their uptake into the
heart. If the lipophilicity is too low, this impedes uptake, but if the lipophilicity is
too high, then the agent is bound strongly to blood proteins and the uptake is also
fow.

Cardiolite Myoview
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FIGURE 2.17. The chemical structures of two radiopharmaceuticals used for myocardial perfu-
sion SPECT. (Left) Cardiolite, %9 Tc-hexakis(2-methoxy-1,2-methylpropyl) isonitrile. (Right) Myo-
view, 99T c-trans-dioxotechnetium(V) (1,2-bis(ethoxyethyl)phosphino)ethane.
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The first stage of the stress test involves injecting a relatively low dose, ~8 mCi,
of radiopharmaceutical while the patient is exercising. Exercise continues for about
1 min after injection to ensure clearance of the tracer from the blood. Regional uptake
of the radiopharmaceutical is proportional to local blood flow, with about 5% of the
dose going to the heart. Exercise increases the oxygen demand of the heart causing
normal coronary arteries to dilate, with blood flow increasing to a value typically three
to five times that at rest. If the coronary arteries are narrowed or blocked (stenosis),
however, they cannot dilate and so the blood flow cannot increase sufficiently to
satisfy the oxygen demand of the heart. This results in mild myocardial ischemia,
which shows up as an area of low signal intensity on the SPECT scan.

If the stress test gives abnormal results, then a SPECT scan is taken at rest a few
hours later, with a larger dose, typically 20-25 mCi. Healthy patients exhibit uniform
uptake of the radiopharmaceutical throughout the left ventricular myocardium, but
myocardial infarcts appear as “cold spots,” that is, as areas of low image intensity.
Figure 2.18 shows a series of short-axis slices from a myocardical SPECT scan along
with a schematic of the heart to show the orientation of the images. The multislice
data can also be reconstructed and displayed as oblique-, long-, or short-axis views
of the heart, greatly aiding diagnosis.

2!T)-based agents such as thallious chloride are also used in SPECT imaging in
order to measure myocardial perfusion. The hydrogenated T1* ion is roughly the

FIGURE 2.18. (Top) A schematic of the heart showing the major veins and arteries. The dark
rings correspond to the positions of the short-axis SPECT images shown below. (Bottom)
Multislice images acquired 1h after injection of Cardiolite during exercise.
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same size as the potassium ion (K1) and therefore behaves similarly in the body,
entering cells via the sodium/potassium pump. A typical imaging protocol involves
injection during exercise, a rest period of 3-4h, reinjection, and a delay of 4-8h
before imaging. About 5% of the injected dose goes to the myocardium, and again
regional uptake of the radiopharmaceutical is proportional to the local blood flow.
A dual energy window is used, with a 10% window centered at 80 keV and a 20%
window centered at 167 keV. The disadvantage of imaging 2°' Tl compared to ™ Tc
is the lower SNR (typically 3-10 times fewer counts per unit time are recorded) and
the need for an off-site cyclotron to produce the radionuclide.

A further class of agents used to assess cardiac disease comprises radiophar-
maceuticals that are formed from fatty acids. Fatty acids are a major source of
energy in normal myocardium, but fatty acid oxidation is suppressed in ischemic
and postischemic myocardium. Therefore, the biodistribution of a radiolabeled fatty
acid is indicative of the metabolic state of the myocardium. Radioactive iodinated
analogs of fatty acids such as 15-(p-iodophenyl)-3-(R, §)-methylpentadecanoic acid
(BMIPP) are used most commonly. Regional uptake of BMIPP can be compared
to myocardial perfusion studies, such as described previously, to detect the pres-
ence of perfusion/metabolism mismatches. These mismatches correspond to dis-
eases such as reversible myocardial ischemia, in which cardiac function is still

- present, but blood flow to a particular region has been reduced. Because the tis-
sue is still functioning metabolically, myocardial revascularization, in which blood
flow to the region is surgically increased, can potentially restore full cardiac
function.

2.10.4. The Respiratory System

The roles of the lungs are to add oxygen to, and remove carbon dioxide from, the
blood supply to the rest of the body. These processes occur at the blood—air interface
in the alveoli of the lungs. Blood flows to the lungs through the pulmonary arteries
and veins and via the bronchial arteries. Air enters the lungs via the pharynx into
the trachea. Different respiratory diseases can either cause disruptions to blood flow
(perfusion), air flow (ventilation), or both.

Perfusion studies of the lung use > Tc-labeled microspheres of macroaggregated
albumin (MAA), with particles typically between 30 and 40 pm in diameter. These
microspheres are injected into the bloodstream and travel to the right side of the
heart and pulmonary artery. Within a few seconds of injection, 90-95% of the dose
becomes trapped in the pulmonary capillaries and precapillary arterioles. The particles
are distributed uniformly within the lung if there is no occlusion in the pulmonary
arterial system. If the pulmonary artery or one of its branches is occluded, then
radioactivity is absent from this region.

In ventilation studies, radioactive !33Xe gas is dissolved in saline and injected
intraveneously into the patient, who must hold his/her breath for approximately 30's
during the scan. When the gas reaches the pulmonary artery it is expired into the lung
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FIGURE 2.19. (Left) A perfusion scan from a healthy patient using %™ Tc-labeled MAA, which
shows homogeneous perfusion throughout the lung. (Center) A ventilation scan from a patient
using 33Xe, showing normal ventilation. (Right) A perfusion scan using MAA, which shows an
inhomogeneous distribution of radioactivity, indicative of a pulmonary embolism.

because 'Xe is relatively insoluble in blood. Only those areas of the lungs in which
pulmonary artery circulation is intact give a signal on the nuclear medicine scan: any
airway blockage results in a signal void. Recently, aerosolized Tc-labeled DTPA has
found increasing use in ventilation studies.

Perfusion (Q) and ventilation (V) scans are often carried out in the same exam-
ination. A so-called “V/Q mismatch,” in which ventilation is normal, but perfusion
is abnormal, is indicative of the presence of an obstruction such as a pulmonary em-
bolism. The embolus blocks blood flow to the lungs, but ventilation is normal because
there is no corresponding blockage in the airway. An example of planar scintigraphy
images corresponding to such a case is shown in Figure 2.19. The opposite situation, in
which perfusion is normal, but ventilation is abnormal, suggests an obstructive airway
disease. If both perfusion and ventilation are abnormal, referred to as a V/Q-matched
abnormality, this is indicative of diseases such as bronchitis, asthma, or pulmonary
edema.

2.10.5. The Liver and Reticuloendothelial System

The functions of the liver include detoxification of the blood supply, formation of bile,
and the metabolism and synthesis of a variety of proteins. The most common diseases
of the reticuloendothelial system (RES) are cirrhosis and fatty infiltrations of the
liver, the presence of tumors (hepatomas) and abscesses, obstructions to hepatobiliary
clearance, and hemangiomas.

The radiopharmaceutical used most often to image the liver is a *™Tc-labeled
sulfur colloid. This colloid consists of small particles with diameters (~100 nm) less
than the size of the capillary junctions in the liver. The particles in the colloid are
phagocytized by the RES, and the radiopharmaceutical concentrates in the Kupffer
cells in the liver as well as in the spleen and bone marrow. In normal patients, between
80% and 90% of the Kupffer cells are located in the liver, between 5% and 10% in
the spleen, and the remainder in the bone marrow. When a disease such as cirrhosis
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FIGURE 2.20. Transverse SPECT images of the liver showing a cavernous hemangioma. (Left)
In the 9™ Tc-labeled sulfur-colloid scan there is an area, shown by the arrow, which has a sharply
reduced uptake of the agent. (Right) In the %™ Tc-labeled RBC scan an increased vascularity,
compared to the surrounding liver, in the hemangioma is indicated by a higher signal intensity.

of the liver is present, then the liver is unable to phagocytize the particles fully, and an
increased level of radioactivity is seen in the spleen and the bone marrow. The colloids
are preferentially localized in normal tissue, with almost no radioactivity found in
abnormal lesions (focal nodular hyperplasia is an exception), and so diseases such as
metastatic tumors, Cysts, abscesses, and hematomas can be visualized by the lack of
radioactivity in these areas, so-called “cold spots” in the image

A second radiopharmaceutical, *™Tc-labeled red blood cells (RBCs), is often
used to determine whether a lesion detected using the ™ Tc-labeled sulfur colloid is
vascular (blood flow present) or avascular (blood flow absent) in nature. The radio-
labeled RBCs mimic the body’s own RBCs and circulate in the bloodstream for a
long period of time. Therefore, areas of the nuclear medicine scan that show activity
are indicative of the presence of blood flow. An example of a nuclear medicine study
using both of these *™Tc-labeled agents is shown in Figure 2.20.

2.10.6. Renal Imaging

Radiopharmaceuticals used in brain scanning, such as *"Tc-DTPA and **™Tc-
glucoheptonate, can also be used to image renal function because these agents are
excreted through the kidneys. The agent ™ Tc-glucoheptonate shows greater reten-
tion in the cortex of the kidney than in the medulla, as does another agent used for renal
scanning, **™Tc-O(dmsa), (®*™Tc-dimercaptosuccinic acid). In contrast, the radio-
pharmaceutical ™ TcO-MAG; (**™TcO-mercaptoacetyltriglycine) preferentially ac-
cumulates in the medulla, and is used as a renal tubular imaging agent. Whichever
agent is used, the normal diagnostic procedure is to acquire a time series of images in
order to build up a profile of the increase and subsequent decay of the radiopharmeu-
tical concentration. Abnormal kinetics during one or both of the stages is indicative
of specific physiological defects in the kidneys. For example, a prolonged retention
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of the agent in one or both of the kidneys is associated with renal artery stenosis.
Renal infarction, on the other hand, is associated with a very slow buildup of the
agent.

2.11. POSITRON EMISSION TOMOGRAPHY

Positron emission tomography (PET) is one of the fastest growing imaging modalities
in modern clinical diagnosis. Similar to SPECT, PET is a tomographic technique
that is used to measure physiology and function, rather than gross anatomy. The
fundamental difference between the two imaging techniques is that the injected or
inhaled radiopharmaceuticals used in PET emit positrons, which, after annihilation
with an electron in tissue, result in the formation of two y-rays. The fact that two
y-rays are detected, rather than one as in SPECT, allows the instrumentation used in
PET to be designed to produce images with much higher SNR and spatial resolution
than in SPECT.

PET is used clinically mainly in oncology, cardiology, and neurology. The spatial
distribution, extent of uptake, rate of uptake, and rate of washout of a particular
radiopharmaceutical are all quantities which can be used to distinguish diseased from
healthy tissue. The major disadvantages of PET revolve around its high cost, typically
$1.5-2.5 million for a system, and the need to have a cyclotron on-site to produce
positron-emitting nuclides, because the half-lives of these nuclides are so short. As a
result, there are currently fewer than 200 PET scanners in the United States.

2.11.1. General Principles

As outlined above, PET is a diagnostic imaging technique used to map the biodistri-
bution of positron-emitting radiopharmaceuticals within the body. These radiophar-
maceuticals must be synthesized using a cyclotron, and are structural analogs of a
biologically active molecule, such as glucose, in which one or more of the atoms has
been replaced by a radioactive atom. Examples of such radiopharmaceuticals include
fluorodeoxyglucose (FDG), which contains '®F, and {'! C]palmitate. Isotopes such as
"¢, 10, 8F, and N undergo radioactive decay by emitting a positron, that is a
positively charged electron (e*), and a neutrino (v):

42X > 24X +et 4
The positron travels a short distance (~1 mm) in tissue in a random direction before
annihilating with an electron. This annihilation results in the formation of two y -rays,

each with an energy of 511 keV, which travel in opposite directions at an angle of
180° to one another:

et +e oy +y
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FIGURE 2.21. (Left) A schematic of a PET head scanner, showing an annihilation coincidence
between two detectors. (Right) A commercial PET scanner with patient bed for positioning.
© 2002 Philips Medical Systems.

Because two “antiparallel” y-rays are produced and both must be detected, a PET
system consists of a complete ring of scintillation crystals surrounding the patient,
as shown in Figure 2.21. Because the two y-rays are created simultaneously, both
are detected within a certain time window, the value of which is determined by the
diameter of the detector ring and the location of the radiopharmaceutical within the
body. The location of the two crystals that actually detect the two antiparallel y -rays
defines a line along which the annihilation must have occurred. This process of line
definition is referred to as annihilation coincidence detection (ACD) and forms the
basis of signal localization in PET. This process should be contrasted with that in
SPECT, which requires collimation of single y-rays. The difference in these localiza-
tion methods is the major reason for the much higher detection efficiency (typically
~1000-fold) in PET than in SPECT. Image reconstruction in PET is via filtered back-
projection, as described previously. Because the y-ray energy of 511 keV in PET
is much higher than the 140 keV of y-rays in conventional nuclear medicine, dif-
ferent materials such as bismuth germanate are used for the scintillation crystals.
The higher y-ray energy means that less attenuation of the y-rays occurs in tissue,
a second factor which results in the high sensitivity of PET. The spatial resolution
in PET depends upon a number of factors including the number and size of the
individual crystal detectors: typical values of the overall system spatial resolution are
~3-5 mm.

2.11.2. Radionuclides Used for PET

All the radionuclides used in PET are produced by a cyclotron. The most com-
monly used radionuclides are '®F, ''C, 10, and '*N, which are incorporated into bio-
logically active molecules before being injected into or inhaled by the patient. These
radionuclides can all be produced from relatively small cyclotrons using protons with
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an energy of ~10 MeV or deuterons with an energy ~5 MeV. Typical reactions
are as follows:

proton
12C —— !1C + proton + neutron
roton
N P20 1C 4 4He
160 proton ”N + 3H€
proton
B¢ BN + neutron
proton
5N 150 + neutron
14N S, 150 + neutron
180 deuterium ISF + neutron
2°Ne deuterium ISF + 3He

The radioactive properties of these four radionuclides are summarized in Table 2.3.

After production of the particular radionuclide it must be incorporated, via rapid
chemical synthesis, into the corresponding radiopharmaceutical. For speed and safety
considerations the synthesis should ideally be carried out robotically. Such robotic
units are available commercially for synthesizing *FDG, '30,, C'30,, C'30, and
H,%0.

Other, less commonly used nuclei are produced by larger, higher current cyclotrons,
including (half-lives are listed in parentheses) 32Fe (8.3 h), 3*Co (17.5h),%'Cu (3.3 h),
62Cu (9.7 min), *Cu (12.7h), %2Zn (9.2 h), $Zn (38.5 min), "®As (52.6 min), "'As
(65.3 min), "SBr (16.2h), 82Rb(1.27 min), Y (14.7h), ¥*Zr (78.4h), ''°In (4.9h),
1201 (81 min), '2*1 (4.2 days), and '?2Xe (20.1 h).

2.11.3. Instrumentation for PET

The major differences in PET instrumentation compared to that in SPECT are the
scintillation crystals needed to detect 511-keV y-rays efficiently and the additional
circuitry needed for coincidence detection.

2.11.3.1. Scintillation Crystals. Detection of the antiparallel y-rays uses a large
number of scintillation crystals, which are usually formed from bismuth germanate
(BGO). The crystals are placed in a circular arrangement surrounding the patient, and
the crystals are coupled to a smaller number of PMTs. Coupling each crystal toasingle

TABLE 2.3. Properties of the Most Common Radionuclides

Used for PET

Radionuclide Half-life (min)
e 20.4
150 207
BN 9.96

18 109.7
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FIGURE 2.22. (Left) A “block” of 8 x 8 crystals is coupled to four PMTs (differential shading of
the PMTs is for illustrative purposes only and does not imply any differences in their physical
characteristics). (Right) A “bucket” of detectors consists of four blocks and contains 256 crystals.

PMT would give the highest possible spatial resolution, but would also increase the
cost prohibitively. Typically, each “block” of scintillation crystals consists of an 8 x 8
array cut from a single BGO crystal, with the cuts filled with light-reflecting material.
The dimensions of each block are roughly 6.5 mm in width and height and 30 mm
in depth. Each block of 64 individual crystals is coupled to four PMTs, as shown in
Figure 2.22. Localization of the detected y-ray to a particular crystal is performed in
the same way, outlined in Section 2.7.3, as in conventional nuclear medicine. Four of
these blocks of crystals are arranged to form a “bucket,” with a 0.6-mm gap between
the blocks. The full detector ring may have up to 32 such buckets, that is, 8192 crystals
in total.

The properties of various materials that are or have been used as scintillation crystal
detectors in PET are shown in Table 2.4. In terms of the parameters in Table 2.4, the
ideal detector crystal would:

1. Have a high density, which results in a large effective cross-section for Compton
scattering, and a correspondingly high y -ray detection efficiency

2. Have a large effective atomic number, which also results in a high y-ray detec-
tion efficiency due to y-ray absorption via photoelectric interactions

3. Have a short decay time to allow a short coincidence time to be used, with a
reduction in accidental coincidences (Section 2.11.4.2) and an increased SNR
in the reconstructed PET image

4. Have ahigh light output (emission intensity) to allow more crystals to be coupled
to a single PMT, reducing the complexity and cost of the PET scanner

5. Have an emission wavelength near 400 nm; this wavelength represents the point
of maximum sensitivity for standard PMTs

6. Have an index of refraction near 1.5 to ensure efficient transmission of light be-
tween the crystal and the PMT; optical transparency at the emission wavelength
is also important

7. Be nonhygroscopic to simplify the design and construction of the many thou-
sands of crystals needed in the complete system
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TABLE 2.4. Properties of Various Detectors Employed in PET?

Decay Time Emission Density  Aemitted
Material (ns) Intensity  (g9/cm?®) (nm) n Ast  Hygroscopic
BGO 300 0.15 7.13 480 215 75 No
GSO(Ce) 60prim, 600sec 0.3 6.71 430 1.85 59 No
BaF, 0.8prim, 600sec 0.12 4.88 220,310 149 53 No
CsF 4 0.05 4.64 390 148 53 Yes
CaF3(Eu) 900 0.4 3.18 435 144 17 No
LSO(Ce) 40 0.75 7.40 420 1.82 65 Yes
Nali(Tl) 230prim, 1000sc 1 3.67 410 185 51 Yes

2 Agtt is the effective atomic number, 7 is the refractive index, and decay times are expressed as primary
and secondary decays. The emission intensity is reported relative to a value of 1.0 for Nal(Tl). GSO(Ce)
is cerium-doped gadolinium orthosilicate (Gd,SiOs), and LSO(Ce) is cerium-doped lutetium orthosilicate
(Luv‘)SiOs).

The combination of the high density and large effective atomic number of BGO
results in its high linear attenuation coefficient, 0.96 cm™!, compared to lower values
for LSO(Ce), 0.87 cm™!, and Nal(T1), 0.35 cm™!. This means, for example, that a
Nal(TI) crystal would have to be 2.7 times as thick as one constructed from BGO to
give same detection efficiency. The major disadvantage of BGO is its low emission
intensity at 480 nm. This means that a maximum of 16 crystal elements can be coupled
to each PMT, whereas the number for LSO(Ce) can be up to 144. Indeed, in the future,
LSO(Ce) may well become the material most used for PET scintillation crystals. Its
major disadvantage is lutetium’s natural radioactivity, which must be corrected for in
image reconstruction.

The size of the crystal is also an important design criterion. In general, the narrower
the width of the crystal, the higher is the intrinsic spatial resolution of the system.
However, there is a lower limit on the size, below which the spatial resolution can
actually worsen. This is because there is little or no physical collimation of the y-rays
in PET, and so a y -ray that strikes a very thin crystal at a relatively large incident angle
can be scattered and penetrate several adjacent crystals. This process can degrade the
system spatial resolution significantly. One way to minimize this effect is to make
the diameter of the detector ring larger, so that the incident angles become smaller.
However, this leads to a decrease in the system sensitivity. In practice, a typical value
of the crystal width for BGO is ~1 cm.

2.11.3.2. Annihilation Coincidence Detection Circuitry. In a PET scan a
large number of annihilation coincidences are detected. Some of these are true co-
incidences, but there are many mechanisms by which “false” coincidences can be
recorded. Several of these mechanisms are outlined in Section 2.11.4.2. The ACD
circuitry is designed to maximize the ratio of true-to-false recorded coincidences. In
Figure 2.23 an injected radiopharmaceutical is located in the forward right part of
the brain. A positron is emitted and annihilates with an electron, and two antiparallel
y-rays are produced. The first y-ray reaches crystal number 2 and produces a number
of photons. These photons are converted into an amplified electrical signal, at the
output of the PMT, which is fed into a PHA. If the voltage is within a predetermined
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FIGURE 2.23. The principle of annihilation coincidence detection. (Left) The two y-rays reach
detectors 2 and 10, triggering respective logic pulses of length © seconds. (Right) If both logic
pulses are sent to the coincidence detector within the system coincidence resolving time 2z, then
the summed signal lies above the threshold value (dashed line) and a coincidence is recorded.

range, then the PHA generates a “logic pulse,” which is sent to the coincidence detec-
tor. Typically, this logic pulse is 6-10 ns long. Variations in the exact location of the
y-ray within the crystal, and also the decay time of the excited states created in the
BGO crystal, create a random “time jitter” in the delay between the y-ray striking
the crystal and the leading edge of the logic pulse being sent to the coincidence detec-
tion circuitry. In Figure 2.23, the first y-ray having been detected by crystal 2, only
those crystals numbered between 7 and 13 can detect the second y-ray from the an-
nihilation. When the second y -ray is detected and produces a voltage that is accepted
by the associated PHA, a second logic pulse is sent to the coincidence detector. The
coincidence detector adds the two logic pulses together and passes the summed signal
through a separate PHA, which has a threshold set to a value just less than twice the
amplitude of each individual logic pulse. If the logic pulses overlap in time, then the
system accepts the two y-rays as having evolved from one annihilation and records
a line integral between the two crystals. The PET system can be characterized by its
“coincidence resolving time,” which is defined as twice the length of the logic pulse,
and usually has a value between 12 and 20 ns.

2.11.4. Image Reconstruction

Basic image reconstruction in PET is essentially identical to that in SPECT, with both
iterative algorithms and those based on filtered backprojection being used to form
the image from individual line projections. However, prior to reconstruction, the data
must be corrected for attenuation effects and, more importantly, for accidental and
multiple coincidences.
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2.11.4.1. Attenuation Correction. The HVL for y-rays with energies of
511 keV is about 7cm in soft tissue, which means that there is considerable
attenuation of y-rays originating from deep within the body or brain. In order to
obtain accurate quantitative images of the distribution of the radiopharmaceutical,
this effect must be corrected. There are two basic methods, which are very similar
to those described for SPECT imaging in Section 2.9.2. The first technique is based
on assuming a spatially uniform attenuation coefficient throughout the body, and
the second on empirical attenuation measurements. In organs such as brain, there is
relatively little variation in the attenuation coefficient of different tissue components,
and an average value can be used. Significant errors may occur, however, if air-filled
areas such as the sinuses are located in the image FOV. In cases where the assumption
of uniform attenuation coefficient is not valid, for example, in cardiac PET studies,
an external ring source of positron emitters, usually containing germanium-68, is
used for a transmission-based calibration. The difference between the number of
disintegrations detected in the presence and the absence of the patient allows the
spatially variant tissue attenuation factor to be estimated.

211.4.2. Corrections for Accidental, Multiple and Scattered Coinci-
dences. The main sources of noise in PET are accidental and scattered coincidences.
If two detectors i and j are considered, then

Co=Cl+Cl+Cf (2.24)

where C,.(j’. is the observed coincidences between detectors i and j, C?} is the true
number of coincidences, C ,Sj is the number of scattered coincidences, and C i‘j‘. is the
number of accidental coincidences. A very detailed account of these phenomena can
be found in the book by Cho, pp. 212-221, cited in Further Reading at the end of this
chapter. The term due to accidental coincidences is usually much higher than that due
to scattered coincidences.

Accidental coincidences refer to events in which the line integral formed by the
detection of the two y-rays is assigned incorrectly. One way in which this can occur
is shown in Figure 2.24.

A second mechanism for accidental coincidences, similar to that shown in Figure
2.24, occurs if the first y-ray is not recorded because it is attenuated within tissue via
a photoelectric interaction. The second and the third steps leading to the recording of
this accidental coincidence are identical to those shown in Figure 2.24. Other ways
in which accidental coincidences can arise include contributions from y-rays from
a radiopharmaceutical distributed in an area that is out of the plane of the detector
ring, and the presence of background radiation. The rate at which these accidental
coincidences (C fj‘.) are recorded for a given detector pair (i, j) is given by

C = 2tR:R; (2.25)

where R; and R; are the single count rates in the individual detectors i and j, respec-
tively, and t is the length of the logic pulse. Typically, the ratio of coincidences to
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FIGURE 2.24. An illustration of one mechanism, due the finite quantum yield of a scintillation
crystal, by which an accidental coincidence can be recorded. (Left) A positron annihilation {open
star) occurs and two y-rays are emitted. The first y-ray to reach the detector passes straight
through crystal 2 without being detected. The second y-ray is recorded by crystal 10. (Center) A
short time after the first annihilation, a second positron annihilation (closed star) occurs and the
first y-ray from the latter event is detected by crystal 16. This event occurs within the coincidence
resolving time of the system, triggered by crystal 10. (Right) The accidental coincidence is
recorded as a true coincidence, and causes an incorrect line integral joining detectors 10 and
16 to be assigned.

single counts is only 1:100. Equation (2.25) shows that the value of T should be made
as small as possiblé, to reduce the contribution of accidental coincidences, but not so
short as to reject true coincidences.

There are two practical methods used to correct for accidental coincidences. The
first method uses equation (2.25) and the measured values of R; and R; for each de-
tector pair i and j to estimate the corresponding values of C, ,‘J‘ These values are then
subtracted from the acquired data before image reconstruction. The second method
uses additional parallel timing circuitry, which splits the logic pulse from one of the
detectors into two components. The first component is used in the standard mode to
measure the total number of coincidences. The second component is delayed well be-
yond the coincidence resolving time so that only accidental coincidences are recorded.
The accidental coincidences are then removed from the acquired data before the re-
construction process.

A multiple coincidence represents the combination of a true coincidence with one
or more unrelated events. For example, in a triple coincidence, shown in Figure 2.25,
two events are recorded during the coincidence resolving time, which is triggered
by detection of the first y-ray. Because it is not clear which of these later two events
should be accepted, the data are discarded. Such triple coincidences represent a
significant loss of counts, and result in an effective deadtime for the PET system. The
deadtime loss (DTL), in units of counts per second, is estimated by measuring the
number of triple coincidences over the scanning time 7. In order to determine
the true radioactivity level in the image, a correction for this deadtime must be made.
The correction factor is given by

true coincidences + (DTL) T
correction factor = - c‘ + ) (2.26)
true coincidences
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FIGURE 2.25. A schematic showing the occurrence of a triple coincidence. (Left) The first y-ray
from the first annihilation (open star) is recorded by detector 2. (Center) Almost immediately
after the first annihilation, a second one (closed star) takes place. Before the second y-ray from
the first annihilation reaches detector 10, the first y-ray from the second annihilation reaches
detector 13. (Right) Within the coincidence resolving time of the first annihilation, the second
y-ray from the first annihilation reaches detector 10, and a triple coincidence is recorded.

Scattered coincidences occur if one, or both, of the y-rays from the positron
annihilation undergoes Compton scattering in the body. The net result is that a slightly
erroneous line integral is recorded. Because the y-rays lose only small amounts of
energy in these Compton interactions, scatter rejection on the basis of the energy of
the detected y-rays is impractical. The most common method of correcting for scatter
is very similar to that used in SPECT, covered in Section 2.9.2. The amount of scatter
in the image is measured in areas outside the patient, and these values are extrapolated
mathematically to estimate the amount of scatter inside the patient. This function is
then subtracted from the raw data to give the corrected image.

2.11.5. Image Characteristics

Many of the factors which affect the SNR and CNR in PET are identical to those in
SPECT. The roles of radiopharmaceutical dose, targeting efficiency, image acquisition
time, y-ray attenuation in the patient, system sensitivity, and image postprocessing
are exactly the same as outlined in Section 2.8.1 and 2.8.3. However, in contrast to
SPECT, the PSF in PET is essentially constant throughout the patient. This is because
the inherent “double detection” of two y-rays traveling at an angle of 180° to one
another eliminates the depth dependence of the PSE. Other factors which influence
the spatial resolution of the PET image include the following:

1. The finite distance which the positron travels before annihilation with an
electron effectively defines a “sphere of uncertainty” with regard to the origi-
nal position of the disintegration of the radiopharmaceutical. The distance in-
creases with the energy of the positron. Typical values of the maximum positron
energy and corresponding FWHM distances traveled are: '®F (640 keV, 1 mm),
1C (960 keV, 1.1 mm), *N (1.2 MeV, 1.4 mm), 1*0 (1.7 MeV, 1.5 mm), and 82Rb
(3.15 MeV, 1.7 mm).
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2. The slight deviation from a nominal angle of 180° which characterizes the
relative trajectories of the two y-rays is a factor. Due to motion of the center of mass
of the annihilation there is, in fact, a statistical distribution in angles about a mean of
180°, with a FHWM of approximately 0.3°. The image spatial resolution, therefore,
depends on the diameter of the detector ring. For example, from this effect alone, a
60-cm-diameter ring has a spatial resolution of 1.6 mm, whereas a 100-cm-diameter
ring has a resolution of 2.6 mm.

3. Finally, the size of the crystal is also important, with a larger number of smaller
crystals having a higher spatial resolution than a smaller number of larger crystals. A
contribution of one-half the crystal diameter to the overall spatial resolution is a good
approximation.

The overall spatial resolution is the combination of all three components, analogous
to equation (2.18), and is typically 3—4 mm for a small ring system and 4-6 mm for a
larger, whole-body imager. The relatively poor spatial resolution, but high specificity
in PET has led to a growing increase in “fusing” PET images with those obtained
from CT, which have a high spatial resolution. A wide variety of software algo-
rithms for three-dimensional image registration and fusion are becoming available
commercially.

2.11.6. Multislice and Three-Dimensional PET Imaging

Multislice capability can be introduced into PET imaging, as for CT, by having a
number of detector rings stacked alongside one another, as shown in Figure 2.26.
Each ring typically consists of 16 buckets of 8 x 8 blocks of scintillation crystals.
The number of rings in a high-end multislice PET scanner can be up to 48. Retractable
septa (lead or tungsten) are positioned between each ring: these are kept in position
for multislice operation and retracted for imaging in three-dimensional mode.
Image planes can be formed between two crystals in the same ring (direct planes),
and also from crystals in adjacent rings (cross planes). For a system with # rings, there

FIGURE 2.26. A cutaway view of a muitislice PET system. The retractable septa between adja-
cent rings are shown as thick black lines.
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FIGURE 2.27. Various data acquisition modes in multislice (direct planes and cross planes) and
three-dimensional PET.

are n direct planes and n — 1 cross planes, making a total of 2n — 1 image planes,
as shown in Figure 2.27. If the septa are removed, then an n x n three-dimensional
dataset can be acquired. The sensitivity of a three-dimensional scan is approximately
10 times higher than that of the corresponding multislice dataset due to the absence
of the septa. However, the amount of scatter is also increased, though to a much lesser
extent.

2.11.7. Clinical Applications of PET

Major additions in the clinical uses of PET have been seen recently, almost entirely due
to their new status as approved procedures by Medicare, for example, in the United
States. PET is used mainly for the diagnosis, staging, and evaluation of treatment
efficacy for tumors in the breast, lung, head, and neck, and also colorectal cancer. PET
is used to provide quantitative information on metabolic and physiological changes
in three major areas: brain imaging, cardiac studies, and tumor imaging.

2.11.7.1. Brain Imaging. Brain scans using PET can measure both regional cere-
bral blood flow (rCBF) and tissue metabolism. The former quantity is usually mea-
sured with 1>0-labeled water and the latter with FDG. Diseases in which brain per-
fusion in localized areas is either increased or reduced compared to normal patients
can be diagnosed by mapping the distribution of >0, the concentration of which is
proportional to brain perfusion.

In the body, the radiopharmaceutical FDG is metabolized in exactly the same way
as naturally occuring 2-deoxyglucose. Once injected, FDG is actively transported
across the BBB into the cells in brain tissue. Inside the cell, FDG is phosphorylated
by glucose hexokinase to give FDG-6-phosphate. This chemical is trapped inside the
cell because it cannot react with G-6-phosphate dehydrogenase, which is the next step
in the glycolytic cycle. The amount of intracellular FDG is therefore proportional to
both the rate of initial glucose transport and subsequent intracellular phosphorylation.
A high glucose metabolic rate, which is found for many types of malignant gliomas
and astrocytomas, for example, results in a high signal intensity on the image, as
shown in Figure 2.28. In other applications, areas of the brain with reduced glucose
metabolism can often be identified as focal centers for epilepsy.

Another agent, 3,4-dihydroxy-6-fluoro-DL-phenylananine, ['*FJDOPA, measures
L-DOPA uptake and the rate of dopamine synthesis in the brain. Alzheimer’s disease
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FIGURE 2.28. (Left) The chemical structure of 2-deoxy-2-[ '6F]fluoroglucose (FDG). (Right) A
PET brain scan using FDG of a patient with an astrocytoma, which shows up as an area of
significantly increased signal intensity.

and Parkinson’s disease can be diagnosed at an early stage by a reduction in dopamine
synthesis. It is also possible to perform neuroscience investigations to determine
particular areas of the brain that are involved in specific cognitive tasks because
increases in regional cerebral blood flow are associated with neural activity. Mea-
surements of these changes in blood flow are made mainly with H2'50, but can also
be performed with FDG.

2.11.7.2. Cardiac Studies. Incardiac studies, both blood flow and metabolismcan
be measured using PET. Blood flow can be assessed using *NH3, with metabolism
being studied by ['!Clpalmitate or FDG. In healthy myocardium, long-chain fatty
acids are the principal energy source, whereas in ischemic tissue, glucose plays a
major role in residual oxidative metabolism and the oxidation of long-chain fatty
acids is reduced substantially. ['!C]Palmitate is a labeled long-chain fatty acid, and
is used for assessing myocardial fatty acid metabolism. Myocardial infarction, for
example, causes a decrease in the regional uptake of ['! C]palmitate.

One example of the clinical application of cardiac PET is the assessment of whether
a heart transplant or bypass surgery should be carried out on a particular patient. A
measured absence of both blood flow and metabolism in parts of the heart shows that
the tissue has died, and so a heart transplant may be necessary. If blood flow is absent
in an area, but the tissue maintains even a reduced metabolic state, then the tissue is
still alive and bypass surgery would be more appropriate. Hlustrative images of both
situations are shown in Figure 2.29. Many other agents, such as [!' Clacetate, !'CO,
and #2Rb-based radiopharmeuticals, are also used in cardiac studies.

2.11.7.3. Tumor Imaging. Malignant cells, in general, have higher rates of aero-
bic glucose metabolism than healthy cells. Therefore, in PET scans using FDG the
tumors show up as areas of increased signal intensity. For a cancer, and particularly
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FIGURE 2.29. Myocardial PET imaging. (Left) A scan using '3NHj indicates that blood flow
is absent in the area of the myocardium shown at the top of the image, and the scan using
["'C]paimitate shows that metabolism is also absent in this tissue. This patient would require
a heart transplant. (Right) The corresponding scans for a patient who could undergo bypass
surgery. Although the '3NH3 scan again shows an area of no blood flow, the cormesponding
region in the ['Clpalmitate metabolic scan shows activity.

metastatic cancer, in which the lesions may have spread from their primary focus
to secondary areas, a whole-body PET scan is performed. The patient is injected
intravenously with ~10 mCi of FDG and placed in the scanner approximately 30 min
after injection. Data are acquired for between 30 min and 2h. Due to the limited
physical size of the scanner, the complete image is a usually a composite of three or
more separate scans. A typical scan of a patient with metastatic cancer is shown in
Figure 2.30.

FIGURE 2.30. A composite whole-body FDG PET scan, showing accumulation of the agent in
a small lung tumor. High levels of FDG can be seen in brain, heart, and bladder.
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EXERCISES

2.1.

2.2,

23.

24,

2.5.

2.6.

2.7.

2.8.

(a) Inasample of 1000 atoms, if 50 atoms decay in 5 s, what is the radioactivity,
measured in mCi, of the sample?

(b) In order to produce a level of radioactivity of 1 mCi, how many nuclei of
9mMTe (A = 3.22 x 10~3s~") must be present? What mass of the radionu-
clide does this correspond to? (Avogadro’s number is 6.02 x 10%.)

(¢) A radioactive sample of **™Tc contains 10 mCi activity at 9 am. What is
the radioactivity of the sample at 3 p.m. on the same day?

In a nuclear medicine scan using **™Tc, the image SNR for a 30-min scan was

50:1 for an injected radioactive dose of 1 mCi (3.7 x 107 disintegrations per

second). Imaging began immediately after injection.

(a) If the injected dose were doubled to 2 mCi, what would be the image SNR
for a 30-min scan?

(b) If the scan time were doubled to 60 min with an initial dose of 1 mCi, what
would be the image SNR?

In the technetium generator, show mathematically that if A; >> Ay, then the
radioactivities of the parent and daughter nuclei become equal in value at long
times.

Using the equations derived in the analysis of the technetium generator, plot
graphs of the activity of parent and daughter nuclei for the following cases:
(a) 7,2(parent) = 600h, 1;,,(daughter) = 6 h.

) . /é(parent) = 6h, t1,2(daughter) = 6 h.

(c) ti/2(parent) = 0.6h, 7;,,(daughter) = 6h.

Calculate the spatial resolution of the pinhole collimator in Figure 2.31 in terms
of the variables shown in the figure.

Three parameters which affect the image SNR in nuclear medicine are the
thickness of the detector crystal, the length of the lead septa in the antiscatter
grid, and the FWHM of the energy window centered around 140 keV. For each
parameter, does an increase in the value of the particular parameter increase or
decrease the image SNR? In each case, name one other image characteristic
(e.g., CNR, spatial resolution) that is affected, and explain whether this image
characteristic is improved or degraded.

Compton scattering in the patient results in a broad range of y-ray energies
between 90 and 140 keV, as shown in Figure 2.9. Explain the reason for the
90-keV value.

The energy spectrum of detected y-rays contains components at energies
greater than 140 keV, as shown in Figure 2.9. Suggest possible origins of
this phenomenon.
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FIGURE 2.31. lllustration for Exercise 2.5.

2.9. Isosensitive imaging is a technique that acquires nuclear medicine scans from
opposite sides of the patient and then combines the signals to remove the depth
dependence of the signal intensity. By considering the attenuation of y-rays in
the patient, show how this technique works, and what mathematical processing
of the two scans is necessary.

2.10. For a 128 x 128 data matrix, how many total counts are necessary for a 1%
pixel-by-pixel uniformity level in a SPECT image?

2.11. Two ways of reducing the statistical noise in the image are to double the total
imaging time and double the mass of tracer injected. Considered separately,
by what factor would each of these reduce the noise in the image?

2.12. Take the following image intensities as a template:

—
—_— NN N =
—_— N W N =
—_ NN =
—

Calculate the image intensities after applying each of the two convolution
kernels shown below. To which class of filter does each convolution kernel
belong?

+1 41 +1 -1 -1 -1
+1 44 41 -1 49 -1
+1 41+ -1 -1 -1
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2.13. Using the rest mass of the electron, show that the energies of the two y-rays
produced by the annihilation of an electron with a positron are 511 keV.

2.14. PET scans often show an artificially high level of radioactivity in the lungs.
Suggest one mechanism by which this might occur.
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Ultrasonic Imaging

3.1. GENERAL PRINCIPLES OF ULTRASONIC IMAGING

Ultrasonic imaging is a noninvasive, easily portable, and relatively inexpensive di-
agnostic modality which finds extensive use in the clinic. Operating typically at
frequencies between 1 and 10 MHz, it produces images via the backscattering of
mechanical energy from boundaries between tissues and from small structures within
tissue. Lower frequencies of 1-3 MHz are used for studies of deep-lying structures,
such as the liver, and higher frequencies of 510 MHz for imaging regions closer
to the body surface. In addition to obtaining anatomical information from images,
ultrasound is also used widely to measure blood flow in vessels via a Doppler shift
in the backscattered frequency from blood. This technique can be used, for example,
to detect abnormalities arising from compromised blood flow in stenotic arteries.
Ultrasonic imaging is an extremely fast technique, with real-time imaging capabil-
ities using frame rates in excess of 30 per second. It also has high intrinsic spatial
resolution, particularly at high frequencies, and involves no ionizing radiation. The
weaknesses of the technique include the relatively poor soft-tissue contrast and the
fact that gas and bone impede the passage of ultrasound waves, meaning that certain
organs cannot easily be imaged. This latter consideration is often referred to as ultra-
sonic imaging having a limited “acoustic window.” The major clinical applications
of ultrasound include many aspects of obstetrics and gynecology involving the as-
sessment of fetal health, acquiring electrocardiographs and the general assessment of
heart function, intra-abdominal imaging of the liver, kidneys, gallbladder and spleen,
many musculoskeletal applications, the detection of compromised blood flow in veins
and arteries, and the tracking of needle biopsies.
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FIGURE 3.1. (Left) The basic principles of ultrasonic imaging. An ultrasound transducer transmits
mechanical energy into the body. Part of the energy is backscattered from tissue boundaries
and small structures and is detected by the transducer. By scanning through the body with a
number of adjacent ultrasound beams, an image is formed. (Right) A two-dimensional image of
the liver (©2000 ATL Ultrasound). The brightness of each pixel in the image is representive of
the amount of energy backscattered at that point.

The basic principle of ultrasonic imaging is shown in Figure 3.1. A short pulse,
typically 1-5 s long, of energy is transmitted into the body using an ultrasound
transducer. The transducer is focused to produce a narrow ultrasound beam, which
propagates as a pressure wave through tissue at a speed of approximately 1540 m/s.
The initial trajectory of this beam is represented by line 1 in Figure 3.1. When the
ultrasound wave encounters tissue surfaces, boundaries between tissues, or structures
within organs, a part of the energy of the pulse is scattered in all directions, with a
certain fraction of the energy being backscattered along the original transmission path
and returning to the transducer. As well as transmitting energy into tissue, the trans-
ducer also acts as the signal receiver, and converts the backscattered pressure waves
into voltages, which, after amplification and filtering, are digitized. Using the mea-
sured time delay between pulse transmission and echo reception and the propagation
velocity of 1540 m/s, one can estimate the depth of the feature. After all of the echoes
have been received from the first beam trajectory, the direction of the beam is elec-
tronically steered to acquire a second line of data adjacent to the first. This process is
repeated to acquire between 64 and 256 lines, typically, per image. The time required
to acquire the echoes for each line is sufficiently short, on the order of 100-300 us,
depending on the required depth of view, that complete ultrasonic images can be
acquired in tens of milliseconds, allowing dynamic imaging studies to be performed.

3.2. WAVE PROPAGATION AND CHARACTERISTIC
ACOUSTIC IMPEDANCE

The contrast, the signal intensity, and the noise characteristics in an ultrasonic image
are all determined by the propagation properties of ultrasound through tissue and the
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FIGURE 3.2. Depiction of the processes involved in the transmission of an ultrasound wave
through tissue.

interactions that give rise to backscattered signals. Considerable insight into these
processes can be gained by analyzing simple models of both tissue structure and the
properties of the ultrasound wave, as outlined in this section.

A useful model of tissue is that of a lattice of small particles held together by
elastic forces. Energy is coupled into the tissue using a transducer, which is assumed
to expand and contract in thickness with a sinusoidal motion, as shown in Figure 3.2,
at a frequency denoted by w. As the ultrasound energy passes through the tissue,
the particles move very short distances about a fixed mean position, whereas the
ultrasonic energy propagates over much larger distances. The directions of particle
vibration and wave propagation are the same in tissue, meaning that ultrasound can
be classified as a longitudinal wave.

For the following analysis, it is assumed that the propagating wave has a planar
wavefront, and that the tissue is perfectly homogeneous and does not attenuate the
wave, that is, no energy is lost as the wave passes through tissue. The particle dis-
placement W, shown in Figure 3.2, is related to the sound propagation velocity ¢ by
a second-order differential equation referred to as the one-dimensional, linearized,
lossless wave equation for propagation of sound in fluids:

PW 19°W

322~ ¢ or2 @D

The value of W is typically a few tenths of a nanometer. The value of ¢ depends on
the tissue density p and compressibility «:

(3.2)

3l-
h~)

The units of « are (Pa)~!, with the value of x equal to the inverse of the bulk modulus
of the tissue. The more rigid the tissue, the smaller is the value of «, and therefore
the greater is the velocity of the ultrasound wave within that tissue. This dependence
of propagation velocity on tissue structural properties is potentially very useful for
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clinical diagnosis of, for example, a solid tumor mass surrounded by healthy, more
compressible, tissue. The particle velocity in the z direction «, is given by the time
derivative of the particle displacement:

_aw

Uu, = —zl—t‘— (33)

The value of u, is typically 1-10 cm/sec, and is much lower than the value of ¢.
The pressure p, measured in Pa, of the ultrasound wave at a particular point in the
z direction is given by

p = pcu, (34

Because the source undergoes sinusoidal motion, p(z) and u,(¢) can themselves be
expressed as

p(t) = poe
u,(t) = uge’®* 35

where po and u are the peak pressure and particle velocity, respectively. The propa-
gating wave can be represented by a series of compression and rarefraction waves as
shown in Figure 3.2. The intensity ¢ of the ultrasound wave is defined as the amount
of power carried by the wave per unit area, and can be expressed as the product of
p(t) and u,(¢). The average intensity 7, measured in watts/m?, can be calculated by
integrating i(t) over the period T of one cycle of the ultrasound wave:

I—l/T (t)(t)dt——l- 3.6
_Topu _2p0u0 ()

The value of the average intensity is an important measure because there are federal
guidelines which limit the ultrasound intensity during a clinical scan. This subject is
covered more fully in Section 3.12.

A particularly important parameter in ultrasonic imaging is the characteristic
acoustic impedance Z of tissue, which is defined as the ratio of the pressure to the
particle velocity:

z=2 G.7)
Uz

This equation can be considered as a direct analog to Ohm’s law in electrical circuits,
with the complementary physical constants being voltage/pressure, current/particle
velocity, and resistance/characteristic impedance. The value of Z can also be ex-
pressed in terms of the physical properties of the tissue:

1 [

A PK Vi

Table 3.1 lists values of Z for tissues relevant to clinical ultrasonic imaging.

Z=pc=p 3.8)
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TABLE 3.1. Acoustic Properties of Biological Tissues

Characteristic Acoustic Impedance  Speed of Sound

x105(gcm-2 s-1) ms1
Air 0.0004 330
Blood 1.61 1550
Bone 7.8 3500
Fat 1.38 1450
Brain 1.58 1540
Muscle 1.7 1580
Vitreous humor (eye) 1.52 1520
Liver 1.65 1570
Kidney 1.62 1560

3.3. WAVE REFLECTION AND REFRACTION

Table 3.1 shows that soft tissues such as liver, kidney, and muscle have very similar
values of Z, and that only air, that is, the lungs, and bone have acoustic properties
that are significantly different. The relevance of the relative values of Z is outlined in
Figure 3.3, which shows the interaction of an ultrasound wave with a boundary be-
tween two tissues with different acoustic impedances. The boundary is drawn as being
flat, implying both that its dimensions are much greater than the ultrasound wavelength
and also that any surface irregularities are much smaller than this wavelength. Under
this condition, a certain fraction of the energy of the wave is reflected back toward
the transducer, with the remaining fraction being transmitted through the boundary.
It should be noted that the description of “reflection” is actually a special case of the
general phenomenon of wave scattering, as described in more detail in Section 3.4.2.

In the simplest case, shown on the left of Figure 3.3, the angle between the incident
wave and the boundary is 90°. The pressure reflection coefficient Rj, defined as the
ratio of the pressures of the reflected (p,) and incident (p;) waves, is given by

_h_L—Z

R, =
T Zy+ Z

3.9
The corresponding pressure transmission coefficient T, defined as the ratio of the
pressures of the transmitted (p,) and incident waves, can be calculated by applying
two boundary conditions. First, the acoustic pressures on both sides of the boundary
are equal, and second, the particle velocities normal to the boundary are equal. These
conditions result in the relationship

T,=Rp+1 (3.10)

and therefore

14 2Z,

T, = — = ——=
T h Za+ 24

(3.11)
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FIGURE 3.3. The effect of a boundary between two tissues having acoustic impedances Zy and
2Z> on the propagation of an ultrasound wave. (Left) The incident wave is traveling at an angle of
90° with respect to the boundary and (right) the wave travels at an arbitrary angle (90 — 6;)° with
respect to the boundary.

If the ultrasound wave moves from a low to a high acoustic impedance, i.e., Z, < Z,,
then the reflected wave will undergo a 180° phase shift with respect to the incident
wave.

The intensity reflection coefficient R; and intensity transmission coefficient 7 are
defined in terms of the intensity of the reflected (1), incident (/;), and transmitted (/;)
waves:

I Z>— Z1)?
R[=—r=R2"(2 1)

I P (Zy+ Z))? 312

In this case, conservation of energy means that the two intensity coefficients are
related by

hi+R=1 (3.13)

and therefore

I, 47,7,
== ——7>— 3.14
UL T @z + 2z G.14)

Irrespective of whether the value of R, or Ry is being considered, it is clear that the
reflected signal detected by the transducer is maximized if the value of either Z; or
Z, is zero. However, in this case, the ultrasound beam will not reach structures that
lie deeper in the body. At an interface between bone and soft tissue, for example, a
very large reflected signal, or “echo,” results, making up approximately 40% of the
incident intensity. This greatly attenuates the transmitted beam and makes imaging
of structures behind bone extremely difficult. At a gas/soft tissue interface more than
99% of the intensity is reflected, making it impossible to scan through the lungs or
gas in the bowel. At the other extreme, if Z; and Z; are equal in value, then no signal
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is detected from the boundary. Using values of Z in Table 3.1, it can be determined
that, at boundaries between soft tissues, the intensity of the reflected wave is typically
less than 0.1% of that of the incident wave.

In the case where the angle between the incident beam and boundary is not 90°,
as shown on the right-hand side of Figure 3.3, the equations governing the angles of
reflection and transmission are given by

8, =6, 3.15)
sin 6, _a (3.16)
sind, ¢ )

where ¢; and ¢, are the speed of sound in tissues 1 and 2, respectively. If the values
of ¢; and ¢, are not equal, then the transmitted signal is refracted. This angular
deviation from the original direction of propagation can cause misregistration artifacts
in the image (Section 3.7). The pressure and intensity reflection and transmission
coefficients are given by

P Zycos6; — Zcos b

Ry=— = 3.17
P Pi  Zpcos6;+ Z cos6 ( )
; 2Z 6,
T,=2 = 20087 (3.18)
Pi  ZycosB;+ Zycosb
I A 6,—-2 6,)?
Ri= = (Z,cosB; 1 cOs 6;) (3.19)
I, (Zycos8; + Z cos§,)?
I/ 47,7 cos* 6,
T = t 241 COS™ (3.20)

T 1T (Zycos6i + Zicos b

3.4. ENERGY LOSS MECHANISMS IN TISSUE

In addition to reflection from tissue boundaries, there are a number of other mecha-
nisms by which the ultrasound beam loses energy as it propagates through tissue.
The two most important of these mechanisms are absorption of energy via tissue
relaxation, and scattering of the ultrasound beam. The combination of these two
mechanisms, together with reflection and refraction covered in the previous section,
is referred to as ultrasonic attenuation.

3.4.1. Absorption

Absorption losses refer to the conversion of ultrasound mechanical energy into heat.
There are two major mechanisms involved in this process: classical absorption and
relaxation. The phenomenon of classical absorption occurs due to friction between
particles as they are displaced by the passage of the ultrasound wave. This loss is
characterized by an absorption coefficient, Bgjass. The value of By is proportional
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to the square of the frequency of the ultrasound wave:
Betass = Af2 3.21)

where A is a constant containing a number of quantities including the coefficient of
viscosity, the coefficient of shear viscosity, and the thermal conductivity.

The second absorption mechanism is termed “relaxation.” Tissue can be charac-
terized by a relaxation time 7, which is the time taken for a molecule to return to its
original position after having been displaced by the ultrasound wave. For example,
in Figure 3.2, compression of the particles corresponds to the passage of the positive
half of the pressure wave, which forces the particles together. If the relaxation time
of the molecule is of the same order as the period of the ultrasound wave, then at the
time of the next positive pressure maximum the relaxation mechanism is acting to
return the particles to their equilibrium separation. Thus, the actions of the pressure
wave and relaxation mechanism are exactly opposite to one another. Intuitively, then,
the maximum absorption of energy from the wave occurs when these two motions
are exactly 180° out of phase. A useful analogy is that of pushing a swing: the mini-
mum energy required occurs when the swing is stationary at its maximum height, and
the maximum energy corresponds to pushing it in the opposite direction to its travel,
which occurs when it is at its minimum height. The relaxation process is characterized
by a relaxation absorption coefficient 8. The frequency dependence of §; is shown
in Figure 3.4 and is given by

By f?

1R 622

B

Tissue, being inhomogeneous in nature, consists of a broad range of values of t and
fr. The total absorption coefficient 8 can be written as the sum of the classical and

B,

— A

f2

>

fr frequency

FIGURE 3.4. The frequency dependence of the relaxation absorption coefficient p;. The maxi-
mum occurs at a value fp = @)\
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relaxation components:

Bof?

_— 2
14 (f/ fr)? (-2

.B=.Bclass+ﬁr=Af2+Z

Measured values of absorption in many tissues have shown that there is an almost
linear relationship between the total absorption coefficient and ultrasound operating
frequency.

3.4.2. Scattering

As outlined in Section 3.3, reflection and refraction of the ultrasound beam occur at
boundaries where the dimensions of the surfaces are large compared to the wavelength
of the ultrasound beam. If the beam encounters tissue surface irregularities or particles
within tissue that are the same size as or smaller than the ultrasound wavelength, then
the wave is scattered in many directions. The angular dependence and the magnitude
of the scattering are dependent upon the shape, the size, and the physical and acoustic
properties (e.g., characteristic impedance, compressibility, density) of the scatterer.
The scattering process is characterized in terms of a scattering cross section g5, which
is defined as the power scattered per unit incident intensity. Scattering is extremely
complicated, and there is no exact mathematical expression for the value of a; for
an arbitrary scatterer geometry. However, for particles that are much smaller than the
ultrasound wavelength, an approximate expression is given by

64> [
gs = 9% 2 r
where « is the adiabatic compressibility of the scatterer and « is that of the surrounding
tissue, ps is the density of the scatterer and p is that of the tissue, and r is the radius
of the scatterer.

If the size of the scattering body is small compared to the wavelength, then scat-
tering is relatively uniform in direction, with slightly more energy being scattered
toward the transducer than away from it. This case is termed Rayleigh scattering, and
is exemplified by the interaction of ultrasound with red blood cells, which have dia-
meters on the order of 7 um. This interaction forms the basis for ultrasonic Doppler
blood velocity measurements, which are covered in Section 3.10. In this size regime,
the value of a5 increases as the fourth power of frequency. As the size of the particles
increases to the same order of magnitude as the wavelength, as, for example, in liver,
scattering becomes highly complex and is not well-defined.

ks — K

(3.24)
K

2+1|3(ps—p)2
31 2p5+0p

3.4.3. Attenuation

Attenuation of the ultrasound beam as it propagates through tissue is the sum of the
scattering and the absorption processes. Attenuation is characterized by an exponential
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decrease in both the pressure and the intensity of the ultrasound beam as a function
of its propagation distance z:

I(z) = I(z = 0) exp(—uz) (3.25)
p(@) = p(z = 0) exp(—az)

where u is the intensity attenuation coefficient and o the pressure attenuation coeffi-

cient, both measured in units of cm™!, with u being equal to 2¢r. The value of u is

often stated in units of decibels (dB) per cm, where the conversion factor between the

two units is given by

1(z)

—— =4 - 2
o0 = 438uem™) (3.26)

1
u(dBcem™!) = ——10log
4

On the dB, logarithmic scale, the two coefficients y and o become interchangeable:

p(2)

_ -1y — -1
_-p(z=0) 8.686a(cm™) = u(dBcm™ )

1
a(dB ecm™') = —=201og
Z

As seen previously, the processes of absorption and scattering are strongly depen-
dent on frequency, and therefore one would expect the values of . and « to be likewise.
Somewhat surprisingly, given the complexity of the frequency dependence of the dif-
ferent mechanisms and the overall inhomogeneity of tissue, there is an approximately
linear relationship between attenuation coefficient (in dB cm™') and frequency for
most tissues. A typical attenuation coefficient for soft tissue is 1 dB cm ™' MHz ™!, that
is, for an ultrasound beam at 3 MHz, the attenuation coefficient is 3 dB cm~". For fat
there is a different frequency dependence, with the attenuation coefficient being given
by approximately 0.7 f1> dB cm~!. The values of the attenuation coefficient for air
and bone are much higher, 45 and 8.7 dB cm™!, respectively, at a frequency of 1 MHz.

3.5. INSTRUMENTATION

The instrumentation for ultrasonic imaging consists of a transducer, either single-
crystal or, much more commonly, an array of crystals, detection electronics, which
includes modules for time-gain compensation and beam forming, and computers for
data processing, image display, and data storage. In ultrasonic imaging the transducer
acts both as a transmitter and a signal receiver. In transmission mode it converts an
oscillating voltage applied from a power source into mechanical vibrations, which are
transmitted as a series of pressure waves into the body. Signal reception is essentially
exactly the reverse process of transmission, in which the backscattered pressure waves
are converted into electrical signals. These are amplified, digitized, and processed to
form the ultrasonic image.
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3.5.1. Single-Crystal Transducers

A schematic diagram and a photograph of a transducer are shown in Figure 3.5. The
critical component in the process of signal transduction from an applied electrical
voltage into mechanical vibration, and vice versa, is a piezoelectric crystal. When
an alternating voltage is applied across opposite surfaces of a crystal of piezoelectric
material, the thickness of the crystal oscillates at the same frequency as the driving
voltage, with the change in thickness being proportional to the magnitude and po-
larity of this voltage. The most common piezoelectric material used for ultrasound
transducers is lead zirconate titanate (PZT). Many versions of this composite have
been used in transducers. The two faces of the crystal are coated with a thin layer
of silver and connected electrically. A plastic matching layer is added to the external
face of the crystal to provide acoustic coupling between the crystal and the patient
and also to protect the surface of the crystal.

The piezoelectric crystal is most commonly engineered into a disk, which either has
a flat (plane-piston transducer) or concave (focused transducer) surface. The crystal
has a natural resonant frequency fy given by

__ Cerystal
fo= EYR (3.27)

where ccrysiat is the speed of sound in the crystal and d is its thickness. There are
also resonant frequencies at the odd harmonics of fy, that is, 3 fo, 5, 7 fo, etc.
If the diameter of the crystal is much larger than its thickness, then longitudinal
ultrasound waves are transmitted into the body. The speed of sound in a PZT crystal is

FIGURE 3.5. (Left) A simple schematic of a single-crystal transducer. (Right) A photograph of a
commercial transducer (©2000 ATL Ultrasound).
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roughly 4000 ms~!, which translates into a thickness of 1.3 mm at a fundamental
frequency of 1.5 MHz.

The other important component of the transducer is the damping material, typically
an epoxy substrate impregnated with metal powder, which absorbs energy from the
vibrating transducer. With the exception of continuous wave Doppler measurements
(Section 3.10.2), ultrasonic imaging uses a series of pulses of ultrasound, which are
produced by gating the voltage applied to the face of the crystal on and off. At the end
of each voltage pulse, the crystal returns to a resting state, but in doing so, internal
vibrational modes are set up. These modes resultin a finite “ring-down time” before the
crystal physically comes to rest. Since the mechanical vibrations of the crystal produce
the ultrasound pressure wave, the pulse of ultrasound transmitted into the body is
actually longer than the applied voltage pulse. If there is close coupling between an
efficient damping material and the crystal, the length of the ultrasound pulse will be
minimized. The scaling property of the Fourier transform, outlined in Appendix A,
shows that efficient mechanical damping results in ultrasound waves being transmitted
into the body with a broad range of frequencies, as shown in Figure 3.6. The bandwidth

Voltage applied
to the transducer

/\/\/ amplitude !

—P i
time :
undamped
-/\/\/\/VV\‘ _— bandwidth
[}
[}
—-’ [}
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‘/\/\/\/\,- —
—>
time
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FIGURE 3.6. Time-domain and frequency-domain characteristics of damped transducers. A
short pulse of alternating voltage is applied to the face of the crystal. With little mechanical
damping, the crystal oscillates for a long time, producing a very sharp frequency spectrum with
low bandwidth and high Q. With heavy damping, the crystal oscillations die out quickly, producing
a much shorter pulse in the time domain and much broader bandwidth in the frequency domain.



3.5. INSTRUMENTATION 119

(BW) of a transducer is usually stated at the 3-dB level, that is, the value of the BW
is the difference between the frequencies at which the amplitude of the beam drops
to 50% of its peak value. Alternatively, the quality factor @ of the transducer is often
specified, where

_ 27Tfo

0= W (3.28)

Typical Q values for well-damped transducers are between 1 and 2. As will be covered
in Section 3.5.1.3, the spatial resolution in the axial direction is proportional to the
length of the ultrasound pulse, with a shorter pulse giving a better axial resolution. The
number of “ring-down” cycles for a crystal is essentially independent of the resonant
frequency of the crystal, and so higher uitrasound frequencies give shorter ring-down
times and improved axial resolution. In addition to good axial spatial resolution, a
large transducer bandwidth has advantages for harmonic and subharmonic imaging,
which are covered in Section 3.11. The disadvantage of a low Q value is that, as
shown in Figure 3.6, the ultrasound beam contains less energy at the fundamental
frequency fp.

The characteristic acoustic impedance of PZT is about 15 times that of skin or
tissue, and so placing the piezoelectric crystal directly against the patient would result
in a large amount of the energy being reflected back from the boundary. In order to
maximize energy transfer into the body, it can be shown mathematically (Exercise 3.4)
that a matching layer of material with an acoustic impedance Zyy. should be placed
between the crystal (Z.) and skin (Z;), where Zy;, is given by

v =VZ.Z (3.29)

The thickness of this matching layer should be one-fourth of the ultrasound wave-
length, again to maximize energy transmission through the layer in both directions
(Exercise 3.7).

In order to overcome the problem of the characteristic acoustic impedance mis-
match between PZT and the body, plastics such as polyvinyldifluoride (PVDF) are
used in some transducers. These compounds have a value of Z much closer to that of
water and can be made into thin, flexible sheets.

3.5.1.1. The Beam Geometry of a Single Transducer. The simplest trans-
ducer, termed a plane-piston, is one in which the piezoelectric crystal has a flat face.
The properties of the transmitted ultrasound wave can be modeled by considering the
transducer to be made up of a large number of point sources, each of which emits a
spherical wave. The total pressure wave is a superposition of each of these individual
components. If wave propagation is in the z direction, then the on-axis, or axial,
intensity /(z) of the wave is given by

2
1) ~ 2pcu? sin? [% (“Zl)] (3.30)
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FIGURE 3.7. A schematic diagram showing the axial and the lateral beam shapes from a single-
crystal transducer. Also shown are the first side lobes of the main beam.

where a is the radius of the crystal. A plot of I(z) versus z is shown in Figure 3.7.
The wavefront very close to the transducer face is extremely complicated. The last
intensity (or pressure) maximum occurs at the so-called “near-field boundary” (NFB),
also referred to as the “last axial maximum.” Axial positions closer to the transducer
than the NFB are referred to as being in the near-field, or Fresnel, zone, whereas those
beyond the NFB comprise the far-field, or Fraunhofer, zone. The position of the NFB
is given by

[ ]

a

Z ~ — 3.31
NFB N — (3.31)

At the NFB, the field has a lateral beam width which is similar to the diameter of
the transducer. Beyond the NFB, the beam diverges in the lateral direction and the
axial intensity of the ultrasound beam decreases smoothly. In the far-field zone, the
ultrasound wavefront can be well-approximated as planar.

In addition to the main beam, side lobes may also be present due to the transducer
acting as a diffraction grating. These side lobes are undesirable because they remove
energy from the main beam, and can also introduce artifacts into an image. The
magnitude and the number of side lobes depend upon the ratio of the ultrasound
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wavelength to the transducer diameter. The greater this ratio, the fewer is the number
of side lobes, but also the closer the NFB lies to the face of the transducer.

This simple model of the ultrasound beam strictly applies to continuous wave (CW)
ultrasound, rather than pulsed ultrasound. However, the results are still useful because
the general features of the beam geometry in pulsed ultrasound are very similar to
those in CW ultrasound. The major difference is that the axial intensity profiles for
pulsed ultrasound are not as sharp or as complex as for the CW case.

3.5.1.2. Lateral Resolution and Depth of Focus. A cross section of the ultra-
sound beam in the far-field region in Figure 3.7 shows that the lateral beamwidth can
be well-approximated by a Gaussian function. The FWHM of this function is given

by
FWHM = 2+/21In20 = 2.360 (3.32)

where o is the standard deviation of the Gaussian function. The value of the FWHM
of the beam determines the lateral resolution of the ultrasound image. As discussed
in Section 5.2.2, two features in the object being imaged are just distinguishable
when the separation between them in the lateral direction is equal to the FWHM of
the beam. If two backscatterers are positioned closer than the FWHM of the beam,
then they produce echoes in the received signal that are superimposed, as shown in
Figure 3.8. The FWHM for a particular transducer at a certain depth can be measured
experimentally by moving a small refiector across the ultrasound beam and measuring
the intensity of the refiected signal as a function of the lateral position of the scatterer.

Because a single-crystal transducer typically has a diameter of between 1 and 5 cm,
the intrinsic lateral resolution is very poor. Therefore, some form of beam focusing
is normally used. Either a concave lens, usually constructed of plastic, can be placed
in front of the crystal, or else the face of the crystal itself can be manufactured in a
curved form.

The advantage of using a lens to focus is that lenses of different focusing powers
can be used with a single transducer for many different applications. The lens is
machined from a material in which the ultrasound propagation velocity is slower than
that in tissue. The wavefront emanating from the lens does not conform exactly to the
curvature of the lens, and its geometry can be calculated by considering the relative
phase shifts that occur for each small element of the wavefront as it passes through the
lens. The curvature of the lens is characterized by the aperture, or f~-number, analogous
to an optical lens used in photography. The f-number ( f #) is defined as

_ R
" 2

f# (3.33)
where R is the radius of curvature and a is the radius of the lens. The focal distance F
is defined as the distance, measured from the face of the transducer, at which the
lateral beam width is narrowest. The plane perpendicular to the beam axis at this
distance is called the focal plane, as shown in Figure 3.9. The value of F is related to
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FIGURE 3.8. The definition of the lateral resolution in terms of the FWHM of the ultrasound
beamwidth. (Left} The separation between the two shaded objects Ax is less than the FWHM
of the beam. In this case separate echoes are recorded from the two objects, and they can be
resolved. (Right) If the beamwidth is wider, then the two objects cannot be resolved because
the backscattered echoes from each object are superimposed.

FIGURE 3.9. (Left) A schematic showing the focal distance and the focal plane of a focused
transducer. (Center) A diagram showing the variation in lateral beamwidth as a function of axial
distance for a strongly focused transducer. (Right) As for the central diagram, except with a
weakly focused transducer.
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that of R by

R
FrN——
1-1/f#

Equation (3.34) shows that the focal distance is slightly larger than the radius of
curvature of the lens. A transducer is normally referred to as being strongly (R <
NFB/4), medium (NFB/4 < R < NFB/2), or weakly (R > NFB/2) focusing.

For a spherical focusing lens, the FWHM at the focal point is given by

(3.34)

FWHM ~ —— (3.35)
2a

For a fixed-diameter crystal, therefore, decreasing the radius of curvature will im-
prove the lateral resolution. For a fixed value of the radius of curvature, a larger-
diameter crystal has the same effect. The dependence of the FWHM on the ultrasound
wavelength arises because the value of the angle 8 at which the first side lobe occurs
becomes smaller as A decreases. Therefore, the main beam becomes narrower at these
smaller values of the ultrasound wavelength.

The disadvantage of a strongly focused transducer is clear: at locations away from
the focal plane the beam diverges much more sharply than for transducers that are
focused more weakly. The lateral resolution, therefore, is much poorer away from the
focal plane. The on-axis depth of focus (DOF) for a particular transducer is defined to
be the distance over which a standard reflector produces an echo reduced in intensity
by 50% from that at the focal point. The value of the DOF is given by

DOF = 15(1 —0.01sin™"! %) . FWHM (3.36)

By considering equations (3.35) and (3.36), it is clear that a compromise has to
be made between lateral resolution and depth of focus. Typical numbers for these
parameters at clinical operating frequencies are shown in Table 3.2.

All of the calculations of the values of FWHM and DOF assume a single value
of ultrasound wavelength/frequency. As seen previously in Figure 3.6, however, the
transducer transmits a broad range of frequencies, and the frequency distribution

TABLE 3.2. Focusing Properties of Various Transducers at 1.5 and 5§ MHz

Frequency A In Tissue R a FWHM DOF
(MH2) (mm) (cm) {cm) f-Number {mm) {mm)
1.5 1.0 2 1 1 1.1 11.9
1.5 1.0 3 1 15 1.7 20.5
1.5 1.0 5 1 25 2.8 37.5
1.5 1.0 10 1 5 5.6 79.8
5 0.31 2 2 1 0.3 36
5 0.31 3 2 1.5 0.5 6.1
5 0.31 5 2 25 0.8 11.2
5 0.31 10 2 5 1.7 240
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FIGURE 3.10. An illustration of the principle by which the axial resolution is given by one-
half the length of the ultrasound pulse. The damped pulse transmitted from the transducer is
represented by the triangle. (Top) At time 1, the leading edge of the pulse encounters boundary A.
A component of the wave is backscattered, with the remaining fraction being transmitted through
the boundary. (Bottom) The behavior of the backscattered and transmitted waves at three equally
spaced time points: (t; — tg) cormesponds to a value given by half the pulse length divided by the
speed of sound, {to — t1) = (t; — to), and (t3 — t2) = (t; — ty). The two waves backscattered from
boundaries A and B do not overlap, and thus can be resolved.

changes as the wave propagates through tissue, with higher frequencies being attenu-
ated more. Therefore, the lateral resolution of an ultrasound image also depends upon
the attenuation properties of the tissue through which the beam is passing.

3.5.1.3. Axial Resolution. The spatial resolution along the axis of the transducer
is defined as the closest separation, in the direction of the propagating ultrasound
wave, of two scatterers that results in resolvable backscattered signals. Figure 3.10
depicts an ultrasound pulse encountering two reflecting boundaries separated by a
distance one-half the length of the transmitted ultrasound pulse. This distance was
chosen because it is, in fact, the axial resolution, which can be expressed as

1
axial resolution = E(PD)c 3.37)

where PD is the pulse duration (in units of seconds). As the ultrasound frequency
increases, the pulse length decreases, and so the axial resolution gets better. Typical
values of axial resolution are 1.5 mm at a frequency of 1 MHz and 0.3 mm at 5 MHz.
The axial resolution can be improved by increasing the degree of transducer damping
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or using higher operating frequencies. In the latter case, however, attenuation of the
ultrasound beam in tissue increases.

3.5.2. Transducer Arrays

There are several problems with using a single crystal for ultrasonic imaging. These
include the need for either manual or mechanical steering of the beam to produce a
two-dimensional image, the tradeoff between lateral resolution and depth of focus,
and the relatively large distance from the face of the transducer to the NFB. One
way to circumvent these limitations is to use an array of small piezoelectric crystals,
and nowadays almost all commercial imaging transducers consist of such arrays. An
array of crystals allows electronic steering of the beam and enables the position of
the focal point to be changed easily. During signal reception, dynamic beam forming,
covered in Section 3.5.3, can be used to optimize the lateral resolution continuously
at different depths. The disadvantage of arrays is the added physical complexity: each
piezoelectric element needs to be decoupled electrically from all the other elements,
and also connected to separate impedance matching circuits via thin cabling. In ad-
dition, the discrete nature of the individual elements of the array results in grating
lobes, similar to those produced by an optical diffraction grating.

There are three basic types of array, linear sequential, linear phased, and annular,
described in turn in the next sections.

3.5.2.1. Linear Sequential Arrays. A linear sequential array consists of a large
number, typically 64-512, of rectangular piezoelectric crystals, each having a width of
the order of the ultrasound wavelength. Each crystal is unfocused and physically and
electrically isolated from its neighbors. As shown in Figure 3.11, a planar wavefront
can be produced by sending a voltage pulse simultaneously to a number of elements,
in this case the first three. The width of the ultrasound beam is determined by the
number of elements that are excited. After the backscattered echo is received, a second
voltage pulse is applied to the second, third, and fourth elements, producing a planar
wavefront with a focal point displaced laterally with respect to the first line. The
sequential excitation of three separate elements is continued until all such groups
have been excited. Then the process can be repeated using simultaneous excitation
of an even number of elements, in this case four, which produces focal points at
locations between those acquired previously. In this fashion, almost twice as many
scan lines as there are transducer elements can be formed. An image is produced with
arectangular FOV, as shown in Figure 3.11. These types of array are used particularly
when a large FOV is required close to the surface of the array. The linear sequential
array is essentially an unfocused device and, if required, focusing can be introduced
by designing a curved array or adding a cylindrical lens.

As mentioned previously, because the array consists of aregularly spaced matrix of
individual elements, substantial grating lobes are present. For a rectangular element,
the angle ¢, with respect to the main beam at which these occur is given by

¢y = arcsin (%) (3.38)
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FIGURE 3.11. (Left) Formation of a rectangular FOV image using a linear sequential array. The
dashed line represents the center of the beam. Almost twice the number of image lines as there
are transducer elements can be produced. (Right) An image of an enlarged, abnormal testicle
obtained using a linear sequential array (©2000 ATL Ultrasound).

where g is the gap between the elements and n = %1, +2, +3, etc. In addition to the
grating lobes, there are the normal side lobes (from both the main lobe and grating
lobes), and the angle at which the main beam intensity first reaches zero is given
by

6 = arcsin (i) 3.39)
w

where w is the width of the array. The magnitude of the grating lobes can be reduced
by introducing small random variations into the spacing between adjacent elements
of the array. Alternatively, the spacing between elements can be made so small that
the value of ¢, is close to 90°, and the first grating lobe falls close to the edge of the
FOV of the image.

3.5.2.2. Linear Phased Arrays. The physical layout of a linear phased array is
very similar to that of a linear sequential array, but the mode of operation is quite
different. In a phased array, a much larger number of elements is excited for each
line of the image, rather than just a small subset as for a sequential array. The voltage
pulses exciting each element of a phased array are delayed in time with respect to
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FIGURE 3.12. An illustration of the operation of a linear phased array transducer. (a) Voltage
pulses are applied simultaneously to elements 1 and 5; after a time delay the same pulses are
applied to elements 2 and 4, and after a second time delay a voltage pulse is applied to element 3.
This sequence of pulses produces a curved wavefront, with a focal distance governed by the
values of the time delays. (b) A reduction in the value of the time delays produces a larger focal
distance. (c, d) Asymmetric time delays, with respect to the individual elements of the array, are
used for beam steering.

each other, to produce a curved wavefront, similar to that produced by a focused
single-crystal transducer. At the focal point, the ultrasound waves from each of the
individual elements in the array are all in phase, and so add constructively. Figure 3.12
shows how a simple five-element phased array can be used to steer the ultrasound
beam electronically, and also to change the value of the focal distance. Because the
individual elements of the array are smaller than the uitrasound wavelength, the focal
point lies well beyond the NFB for each of the individual elements of the array, and
so the geometry of the wavefront is well-characterized.

The thickness of each crystal is governed by the speed of sound in the particular
piezoelectric material and the operational frequency of the transducer array [equation
(3.27)]. The elements are usually of rectangular geometry, with a width of one-fourth
the ultrasound wavelength or less. The width of each element should be at least
10 times its thickness for the ultrasound to be produced via the desired “thickness”
mode. The Iength of each element defines the “slice thickness” of the image in the
third (“elevation”) dimension, and is typically between 2 and 5 mm.

A process termed “dynamic focusing” or “dynamic aperture” can be used to opti-
mize the lateral resolution over the entire depth of tissue being imaged. Using a small
number of elements to transmit the beam produces a focal point close to the trans-
ducer surface. At larger depths, the number of elements necessary to achieve the best
lateral resolution increases. Therefore, the number of elements excited is increased
dynamically during transmission of the ultrasound beam.
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FIGURE 3.13. The operation of a two-dimensional array. The black squares represent the indi-
vidual crystals in the array. (Left) Two-dimensional focusing can be achieved using appropriate
time delays applied symmetrically with respect to the individual elements of the array. (Right)
Electronic beam steering can be performed in two dimensions.

3.5.2.3. Multidimensional Arrays. A one-dimensional phased array can only fo-
cus and steer in the lateral dimension. Increasing the dimensionality of the array by
adding extra rows of crystals allows focusing in the elevation dimension. If a small
number of rows is added, typically 3-10, then the array is called a 1.5-dimensional
array, and limited focusing in the second direction can be achieved. If a large number
of rows is added, up to a value equal to the number of elements in each row, then this
geometry constitutes a true two-dimensional array. Representations of such an array,
two-dimensional focusing, and two-dimensional steering are all shown in Figure 3.13.

3.5.2.4. Annular Arrays. The third type of array is termed an annular array, and
is shown schematically in Figure 3.14. This type of array provides two-dimensional
lateral focusing, but the beam cannot be steered, and so the transducer must be moved
either mechanically or manually to form an image.

3.5.3. Beam Forming and Time-Gain Compensation

The successive components of the receiving system after the transducer include
variable-time-delay elements for beam forming, a time—gain compensation unit, log-
arithmic compression amplifiers, A/D converters, and finally data storage and display.

Much of the recent improvement in ultrasound image quality has resulted from the
introduction of digital beam-forming. Using a phased array transducer, the effective
focal length and the aperture of the transducer can be changed dynamically while
the signal is being acquired, a process termed beam forming. This process is essentially
the reverse of that of dynamic focusing during signal transmission, described in
Section 3.5.2.2. During the time required for the backscattered echoes to return,
incremental delays are introduced to the voltages recorded by each element of the
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FIGURE 3.14. (Left) A side view of an annular array transducer. (Right) Two-dimensional lateral
focusing can be performed using an annular array, but the focal point always lies along the
principal axis of the beam.

transducer before the signals are passed to the time—gain compensation unit. These
delays result in each backscattered signal effectively being “in focus,” as shown in
Figure 3.15.

The voltages corresponding to the backscattered echoes have a large range of
amplitudes: very strong signals appear from reflectors close to the transducer and
very weak signals from low concentrations of scatterers deep within the body. The
total range of signal amplitudes may be as high as 80100 dB. Radiofrequency (RF)
amplifiers typically cannot amplify signals with a dynamic range greater than about
40-50 dB with a linear gain. Nonlinear amplification would result in the signals
from the weaker echoes being attenuated severely. The solution to this problem is to
use time—gain compensation (TGC) of the acquired signals, a process in which the
amplification factor is increased as a function of time. Signals arising from structures
close to the transducer are therefore amplified by a smaller factor than those from
greater depths. Various linear or nonlinear functions of gain versus time can be used,
and these functions can be chosen on-line by the operator. The net effect of TGC is
to compress the dynamic range of the backscattered echoes, as shown in Figure 3.16.

After TGC, the signals pass through a logarithmic compression amplifier, which
further reduces the dynamic range to 20-30dB. Older systems demodulated the
signal to very low frequencies before digitization, but recent advances in digital
receivers allow direct digitization of the signal at the fundamental frequency, giving a
higher image SNR. Dynamic receiver filtering, a process in which there is a progres-
sive reduction in the receiver frequency bandwidth as a function of time after pulse
transmission, can also be used. Since the high-frequency content of the backscat-
tered signal decreases with depth due to the greater attenuation in tissue at higher



130 ULTRASONIC IMAGING

FIGURE 3.15. The process of dynamic beam forming. (Left) Three backscattered ultrasound
waves E,, Ej, and Ej arrive at the transducer at surface different times. (Top right) As the first
echo (E4) reaches the transducer, time delays for the voltages from elements 1-5 are introduced
to produce the best lateral resolution at the depth at which E1 was formed. (center and bottom
right) Values of the time delays are dynamically varied to optimize the lateral resolution for echoes
E; and E;.

FIGURE 3.16. The principle of time-gain compensation. (Left) The dynamic range of backscat-
tered echoes is larger than can be amplified linearly. (Center) A time-dependent amplification
factor is applied to the backscattered echoes. (Right) The dynamic range of the amplified signals
has been reduced to a level appropriate for further processing.
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frequencies, the receiver bandwidth can be reduced accordingly. This results in an
improved SNR in the image because the noise level is proportional to the square root
of the receiver bandwidth. After the signal has been digitized, it can be processed
via envelope detection, edge detection, or whichever algorithm is appropriate for the
particular application, and then displayed as a gray-scale image.

3.6. DIAGNOSTIC SCANNING MODES

There are three basic modes of diagnostic “anatomical imaging” using ultrasound:
A-mode, M-mode, and B-mode scanning. Depending upon the particular clinical
application, one or more of these modes may be used. Recent technical advances
include the use of compound imaging and three-dimensional imaging, which are also
described in this section. The use of ultrasound to measure blood flow is covered in
Section 3.10.

3.6.1. A-Mode, M-Mode, and B-Mode Scans

Amplitude (A)-mode scanning refers to the acquisition of a one-dimensional scan.
An A-mode scan simply plots the amplitude of the backscattered echo versus the
time after transmission of the ultrasound pulse. Some detectors use the unrecti-
fied, rather than rectified, digitized signal because the leading edge is better defined.
A-mode scanning is used most often in opthalmology to determine the relative dis-
tance between different regions of the eye, and can be used, for example, to detect
corneal detachment. High-frequency (>10 MHz) ultrasound is used to produce very
high axial resolution. Tissue attenuation, even at this high frequency, is not problem-
atic because the dimensions of the eye are so small.

A motion (M)-mode scan provides information on tissue movement within the
body, and essentially displays a continuous series of A-mode scans. The brightness
of the displayed signal is proportional to the amplitude of the backscattered echo,
with a continuous time ramp being applied to the horizontal axis of the display, as
shown in Figure 3.17. The maximum time resolution of the M-mode scan is dictated
by how long it takes for the echoes from the deepest tissue to return to the transducer.
M-mode scanning is used most commonly to detect motion of the heart valves and
heart wall in echocardiography.

Brightness (B)-mode scanning produces a two-dimensional image, such as shown
in Figure 3.1, through a cross section of tissue. Each line in the image consists of an
A-mode scan with the brightness of the signal being proportional to the amplitude of
the backscattered echo. B-mode scanning can be used to study both stationary and
moving structures, such as the heart, because complete images can be acquired very
rapidly. For example, in the case of an image with a 10-cm depth-of-view, it takes
130 ps after transmission of the ultrasound pulse for the most distant echo to return
to the transducer. If the image consists of 120 lines, then the total time to acquire one
frame is 15.6 ms and the frame rate is 64 Hz. If the depth-of-view is increased, then
the number of lines must be reduced in order to maintain the same frame rate.
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FIGURE 3.17. A schematic of M-mode ultrasound scanning. (Left) A transducer is placed over
the area of interest, which consists of several stationary tissues and one that is moving periodi-
cally. (Right) The M-mode scan comprises a time senes of A-mode scans, allowing the degree
of movement of the individual tissues to be seen.

3.6.2. Three-Dimensional Imaging

As with all imaging techniques, the advantages of three-dimensional data acquisi-
tion are based on the ability to view a given image volume in a number of different
planes. This extra information gives more accurate measures of, for example, tumor
volume or tissue malformations. Small pathologies are also more likely to be visu-
alized using three-dimensional volume reconstructions than from two-dimensional
scans. Currently, three-dimensional ultrasound scans are produced by mechanically
or manually scanning a phased-array transducer in a direction perpendicular to the
plane of each B-mode scan. The advent of true two-dimensional phased arrays, as des-
cribed in Section 3.5.2.3, should significantly improve three-dimensional imaging,

FIGURE 3.18. (Left) A three-dimensional abdominal ultrasonic scan showing individual gall
stones. (Right) A three-dimensional image of a fetal head in utero (©2000 ATL Ultrasound).
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increasing data acquisition speed and enabling isotropic spatial resolution to be
achieved. Although still in its infancy, three-dimensional ultrasonic imaging already
has shown promise in several clinical applications including estimation of the dimen-
sions of cardiac valves, the study of fetal and uterine malformations, and the detection
of pancreatic, hepatobiliary, and endorectal tumors. Examples of three-dimensional
images are shown in Figure 3.18.

3.7. ARTIFACTS IN ULTRASONIC IMAGING

Image artifacts, in which spatial features present in the image do not accurately
represent the physical structure of the tissue, can arise from a number of sources.
Such artifacts must be recognized to avoid incorrect image interpretation, but once
recognized can, in fact, give useful diagnostic information. Image artifacts considered
here include the effects of reverberation, acoustic enhancement or shadowing, and
refraction.

Reverberations occur if there is a very strong reflector close to the transducer
surface. Multiple reflections occur between the surface of the transducer and the
reflector, and these reflections appear as a series of repeating lines in the image, as
shown on the left of Figure 3.19. These artifacts are relatively simple to detect due
to the equidistant nature of the lines. Typically, they occur when ultrasound interacts
with either bone or air.

Acoustic shadowing occurs when either a very strong reflector such as a gas/tissue
boundary or a highly attenuating medium “shadows” a deeper-lying organ. Acoustic
shadowing results in a dark area or “hole” in the image, as shown on the right of
Figure 3.19. The opposite phenomenon, known as acoustic enhancement, occurs when
a region of low attenuation is present within an otherwise homogeneous medium.

FIGURE 3.19. (Left) An uitrasonic image of the lung showing strong reverberation artifacts.
(Right) An image showing acoustic shadowing (arrow) behind a strongly reflecting gall stone.
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Clinical examples of tissues with low attenuation coefficients are cysts, vessels, and
fluid-filled organs such as the gallbladder. The areas behind such tissues have higher
than expected intensity, which is a useful diagnostic tool for differentiating between
fluid-filled cysts and solid masses, for example tumors in breast imaging, as described
in Section 3.13.2.

The refraction of ultrasound at a boundary between two tissues with different char-
acteristic acoustic impedances has already been described (Section 3.3). Refraction
is most troublesome at a bone/soft tissue interface, where large angular deviations of
up to 20° in the direction of the transmitted wave can occur. At interfaces between
different soft tissues the refraction angle is only 1-2° and hence is not very impor-
tant except when extremely precise measurements of distance are required as, for
example, in the eye.

3.8. IMAGE CHARACTERISTICS

Since almost all of the factors that affect the image SNR, spatial resolution, and CNR
have been introduced, the following sections represent a brief summary.

3.8.1. Signal-to-Noise Ratio

The noise in ultrasound images has three components. The first arises from the elec-
tronics of the detection system. Provided that the backscattered signal has a high
enough amplitude and is amplified by a sufficient factor, the contribution of this noise
source can be minimized. The second source, speckle, corresponds to coherent wave
interference in tissue. Speckle gives a granular appearance to what should appear as
a homogeneous tissue, as seen on the right in Figure 3.19. The small particles which
give rise to the scattered signal are too small to be visualized directly, but the pattern
produced on the ultrasound image is characteristic of particular size distributions.
The final term, “clutter,” is applied to signal arising from side lobes, grating lobes,
multipath reverberation, tissue motion, and other acoustic phenomena that add noise
to the ultrasound image. The clutter strength can be reduced significantly by using
harmonic imaging methods, covered in Section 3.11.

As outlined in previous sections, the signal intensity of the backscattered ultrasound
signals is affected by:

1. The intensity of the ultrasound pulse transmitted by the transducer: The higher
the intensity, the higher is the amplitude of the detected signals.

2. The operating frequency of the transducer: The higher the frequency, the greater
is the tissue attenuation, and therefore the lower is the SNR, especially at large
depths within the body.

3. The type of focusing used: The stronger the focusing at a particular point, the
higher is the energy per unit area of the ultrasound wave, and the higher is the
SNR at that point. However, outside of the depth of focus, the energy per unit
area is very low, as is the image SNR.
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4. The degree of transducer damping: The lower the amount of damping, the
higher is the intensity of the transmitted pulse at the fundamental frequency of
the transducer and the higher is the SNR.

3.8.2. Spatial Resolution

Factors affecting the spatial resolution have also been described in detail and include:

1. The degree of focusing: The stronger the focusing, the higher is the spatial
resolution at the focal spot. Using the techniques of dynamic focusing and beam
forming with phased array transducers, one can minimize the depth dependence
of the lateral resolution.

2. The length of the transmitted ultrasound pulse: The longer the pulse, the poorer
is the axial resolution of the image. The pulse length is determined by the degree
of damping of the transducer and the operating frequency of the transducer. The
higher the degree of damping, or the higher the operating frequency, the shorter
is the pulse and the better is the axial resolution.

3.8.3. Contrast-to-Noise Ratio

Factors that affect the SNR also contribute to the image CNR. Noise sources such as
clutter and speckle reduce the image CNR, especially for small pathologies within
tissue. Although compound imaging can reduce the contribution from speckle, the
greatest improvements in the CNR are obtained by using ultrasound contrast agents,
tissue harmonic imaging, and pulse inversion techniques, all of which are covered in
Section 3.11.

3.9. COMPOUND IMAGING

Compound imaging, also called sonoCT, uses a phased array transducer to acquire
multiple coplanar B-mode images at different angles, as shown in Figure 3.20, and
combines these multiple views into a single compound image. The effects of speckle
and clutter are reduced considerably by the combination of views from different angles
because backscattered echoes from each scan add coherently, whereas speckle and
clutter only add in a partially coherent manner. The improved SNR of the compound
image results in improved visualization of internal structures, enabling, for example,
detection of small lesions and calcifications. The greatest improvement in image SNR
occurs in the center of the image, where the greatest number of lines overlap. The
effects of acoustic shadowing or enhancement are also reduced, but not eliminated. In
cases where these artifacts are actually useful diagnostically, the imaging mode can
be switched between compound scanning and simple B-mode scanning. An example
of a compound image, showing very high SNR, is shown in Figure 3.20.
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FIGURE 3.20. (Left) An illustration of the intersecting lines used in compound imaging. (Right)
A compound image, formed from nine separate scans, of an abnormal thyroid (©2000 ATL
Ultrasound).

3.10. BLOOD VELOCITY MEASUREMENTS USING ULTRASOUND

Noninvasive, localized blood velocity measurements are vital in the diagnosis of a
number of diseases, and ultrasound is used extensively for this purpose. For example,
blood velocity profiles change in areas of stenosis or narrowing of the arteries, con-
ditions which can lead ultimately to cardiac arrest. Children at risk of stroke often
display cerebral blood velocities up to three or four times greater than normal, due
to lumenal narrowing. Two ultrasound techniques are used to estimate blood veloc-
ity: those based on measuring Doppler shifts and those involving time-domain signal
correlation. A number of variations on each technique exist: for example, Doppler-
based methods can be carried out in CW mode, pulsed mode, or duplex imaging
mode, in which acquisition of two-dimensional blood velocity maps is interlaced
with high-resolution B-mode scanning.

3.10.1. The Doppler Effect

The Doppler effect is familiar as, for example, the higher pitch of an ambulance siren
as it approaches the observer than when it has passed. Similarly, blood flow, either
toward or away from the transducer, alters the frequency of the backscattered echoes,
as shown in Figure 3.21. Because blood contains a high proportion of red blood cells
(RBC), which have a diameter of 7-10 m, the interaction between ultrasound and
blood is a scattering process, as described in Section 3.4.2. The wavelength of the
ultrasound is much greater than the dimensions of the scatterer and therefore the
wave is scattered in all directions. This means that the backscattered, Doppler-shifted
signals have low signal intensities. The signal intensity is proportional to the fourth
power of the ultrasound frequency, and so higher operating frequencies are often used
for blood velocity measurements. '
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FIGURE 3.21. An illustration of the Doppler shift in flowing blood. The RBCs scattering the
ultrasound beam are traveling at velocity v. Here f; is the ultrasound frequency transmitted
by the transducer and f, is the frequency of the backscattered echo. The difference in these
frequencies is the measured Doppler shift.

Using the parameters defined in Figure 3.21, the component of the velocity of the
RBCs toward the transducer is given by v cos 6. The “apparent” frequency frpc of
the transmitted ultrasound beam, as seen by the RBC, is given by

c+wvcosf

SfreC = — (3.40)

The wavelength of the ultrasound is independent of the velocity of the RBC:

c

A=— (341
fi
Therefore the frequency shift A frpc due to the Doppler effect can be calculated as
ivcosf
Afrec = frec — fi = fT (3.42)

Because the transmission and backscattered paths must both be considered, the overall
Doppler shift Af of the received signal is given by

Af = fi~ f= 220 (3.43)
Equation (3.43) shows that the Doppler frequency shift is linearly proportional to
the blood velocity. Using values of f; = 5 MHz, § = 45°,and v = 50cms ™! gives a
Doppler shift of 2.26 kHz, a frequency within the audio range. The fractional change
in frequency A f/ f; is extremely small, in this case less than 0.05%. The Doppler shift
can be increased by using higher ultrasound frequencies, but in this case the maximum
depth at which vessels can be measured decreases due to increased attenuation of the
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beam at the higher operating frequencies. Equation (3.43) also shows that an accurate
measurement of blood velocity can only be achieved if the angle 8 is known. This
angle is usually estimated from simultaneously acquired B-mode scans using “duplex
imaging” described in Section 3.10.4. A fixed error in the value of 8 has the smallest
effect when € is small, and so in practice values of @ of less than 60° are used. Doppler
measurements can be performed either in CW or pulsed mode, depending upon the
particular application. These methods are described in the next two sections.

3.10.2. Continuous Wave Doppler Measurements

CW Doppler measurements are used when there is no need to localize exactly the
source of the Doppler shifts. A continuous pulse of ultrasound is transmitted by one
transducer and the backscattered signal is detected by a second one: usually both
transducers are housed in the same physical structure. The transducers are fabricated
with only a small degree of mechanical damping in order to increase the intensity
of the signal transmitted at the fundamental frequency fo. The region of overlap of
the sensitive regions of the two transducers defines the area in which blood flow is
detected. This area is often quite large, and problems in interpretation can occur when
there is more than one blood vessel within this region. The measured blood velocity is
the average value over the entire sensitive region. The advantages of CW Doppler over
pulsed Doppler methods, in which exact localization is possible, are that the method
is neither limited to a maximum depth nor to a maximum measurable velocity. These
limitations of the pulsed techniques are covered in Section 3.10.3.

As outlined in the previous section, the Doppler shift is calculated by comparing the
frequencies of the transmitted and the received ultrasound waves. This is achieved in
practice using the hardware configurations shown in Figure 3.22. The oscillator used

6l I

phase

Transducer 1 Transducer 2
cos2eft cos2nft Sin(D)
Mixer M..
Oscillator Sout (1)
Spop(t)
Amplifier

Doppler analyzer

FIGURE 3.22. (Left) A schematic of a homodyne demodulator used to extract the Doppler fre-
quency in CW measurements. After mixing the received voltage sy(t) with the oscillator volt-
age, the output signal sow(t) is passed through a low-pass filter (LPF) and amplified. (Right) A
schematic of a heterodyne demodulator which can be used to resolve directional ambiguity in
the CW Doppler signal.
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to transmit the ultrasound wave from the first transducer is also used to “demodulate”
the received signal from the second. The simplest “homodyne” demodulation scheme
is shown on the left of Figure 3.22.

The signal detected by the second transducer can be represented as

Sin(t) = Acos[2n (fi + Af)t] (3.44)

where A is the amplitude of the backscattered signal and Af is the Doppler shift (in
this case assumed to be positive). After amplification (not shown in Figure 3.22), the
signal is mixed with the output of the oscillator used to excite the first transducer. The
mixer effectively multiplies the two signals together, and so the output s, (2) is given
by

Sout(t) = Acos[2n(fi + Af)t]cos(2n fit) (3.45)

Using trigonometric identities, we can re express this as

Sout(?) = %A{cos[27t(2fi + Af)t) + cos(Qr Af1)} (3.46)

This signal then passes through a low-pass filter with a cutoff frequency f, given by
Af << foo << fi. The ouput from this filter spep(2) is

Spop(t) = %A cos(2m Aft) 3.47)

Finally, the signal passes through a high-pass filter to remove high-intensity reflected
signals from the relatively slow movement of vessel walls during the cardiac cycle.
Typical values for the cutoff frequency of the high-pass filter are 50—1000 Hz. The final
signal is amplified, digitized, and stored. Fourier transformation of the time-domain
signal gives the frequency spectrum, corresponding to the range of blood velocities.
CW Doppler measurements are usually displayed as a time series of spectral Doppler
plots, as shown in Figure 3.23.

One problem with the homodyne detector, shown on the left of Figure 3.22, is that
there is a directional ambiguity in the output signal. Suppose that, instead of blood
flowing toward the transducer as in the analysis above, the velocity has the same
magnitude, but the flow is away from the transducer. The positive Doppler shift +A f
in equation (3.44) is replaced by —A f, and the demodulated signal is given by

Spop(t) = %A cos(—2m Aft) (3.48)

However, because cos(x) = cos(—x), equations (3.47) and (3.48) are equivalent, and
there is no way to determine whether blood is flowing toward or away from the
transducer.

In order to resolve this ambiguity, a more sophisticated form of demodulation,
called quadrature or heterodyne detection, is needed, as shown on the right of
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FIGURE 3.23. Spectral Doppler shifts from an area encompassing the carotid artery. Large
frequency shifts, corresponding to high blood flow rates, are measured during the systolic part
of the heart cycle (top left), with lower frequency shifts measured during diastole (bottom left). At
each time point, the two-dimensional amplitude versus Doppler frequency graphs are reduced
to a single “spectral dimension,” with the length of the "bar” representing the total range of
frequencies present and the color representing the amplitude at each frequency (gray to white
representing low to high amplitudes, respectively). (Right) A two-dimensional display of spectral
Doppler plots (vertical axis) as a function of time over several cardiac cycles.

Figure 3.22. In the case of a positive Doppler shift, the outputs of the heterodyne re-
ceiver are s1(t) = A cos(Aft) and sq = 0, and for a negative Doppler shift, s;(¢) = 0
and sq(t) = A cos(Af't). Therefore, a heterodyne detector is able to distinguish both
the direction and the magnitude of the blood velocity.

3.10.3. Pulsed-Mode Doppler Measurements

In pulsed-mode Doppler systems, only one transducer is used, which transmits pulses
and receives backscattered signals a number of times in order to estimate the blood
velocity. The major advantage of pulsed-mode over CW Doppler is the ability to
measure Doppler shifts in a specific region of interest at a defined depth within the
body. This volume can be chosen using the following variables: (1) the transducer
diameter and focusing scheme, which define the cross section of the ultrasound beam,
(2) the time delay after pulse transmission before acquisition of the backscattered
signal is started (defining the minimum depth), and (3) the time for which the signal
is acquired (defining the maximum depth). The minimum and the maximum depths
can be calculated from

_ c(tq — tp)

1/ t
-— __5___..’ depth =3 E‘(_d_-i-_g.).

max —
2

depth (3.49)

min
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where 1, is the length of the ultrasound pulse, ¢, is the time delay between the end of
the transmitted pulse and the receiver gate being opened, and f; is the time for which
the receiver gate is open. For example, suppose that flow information is desired from
a vessel that is 4 mm in diameter and lies at a depth of 5 cm below the skin. A train
of ultrasound pulses is sent out, each pulse consisting of five cycles of ultrasound
at a frequency of 5 MHz, resulting in a 1-us-long pulse. Assuming an ultrasound
velocity of 1540 m/s in tissue, the receiver should be gated on ~65 us after the end
of each transmitted pulse. The time f; corresponds to the time delay between the
return of the leading edge of the pulse from the shallowest depth (5 cm) and the return
of the trailing edge of the pulse from the deepest depth (5.4 cm), and has a value
of ~4.2 us.

Calculation of the blood velocity relies on the fact that the time delay between the
transmitted pulse and the backscattered signal decreases if blood is flowing toward
the transducer and increases if blood is flowing away from the transducer. Figure 3.24
shows a series of backscattered signals acquired after successive pulses in a pulse
train: typically 64 or 128 pulses are used in a pulsed-mode Doppler measurement.
The amplitudes of the signals corresponding to a particular depth are plotted as a
function of time after the initial ultrasound pulse. The Fourier transform of this plot
gives the frequency-domain representation of the signal intensities, which can be
converted into a velocity spectrum using equation (3.43).
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FIGURE 3.24. The basic processing steps in pulsed-mode Doppler ultrasound. (Top) After each
pulse in a pulse train a backscattered signal (S, Sz, ..., Ss)is recorded. (Bottom left} The signal
amplitude at a particular depth, corresponding to the dotted line in the top figure, is plotted as a
function of the time after the initial pulse. (Bottom right) Fourier transformation of this plot results
in the Doppler frequency, and hence blood velocity, distribution at the chosen location.
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One of the disadvantages of pulsed-mode Doppler measurements is that there is a
limit to the highest velocity vpmay that can be measured. The Nyquist theorem states that
in order to detect a given frequency component in a waveform, the sampling frequency
must be at least twice that of the desired component. The pulse repetition rate (PRR)
is defined as the reciprocal of the sampling frequency, and therefore the relationship
between the highest measurable Doppler frequency fax and the PRR is given by

PRR

fmax = ““‘2'—‘ (350)

The corresponding value of vnmy is given by

(PRR)c
4fi

If the Doppler shift has a value greater than f,,, then it will “alias,” that is, appear
as a low frequency. If aliasing is suspected, the machine can be switched to CW
mode, which does not suffer from this limitation.

The value of the PRR also determines the maximum depth dp,,x which can be
studied, with a value of dpax given by ¢/2PRR. The relationship between dpax and
Umax 1 therefore given by

3.51)

Umax =

CZ

8 Fdom (3.52)

Umax =

3.10.4. Color Doppler/B-Mode Duplex Imaging

Doppler flow measurements can be interlaced with B-mode imaging in order to super-
impose the flow maps onto high-resolution “anatomical” images. This combination
is called duplex imaging. Flow imaging requires long ultrasound pulses because the
backscattered Doppler signal has a much lower intensity than the B-mode scan. The
B-mode scan uses short pulses to maintain high axial resolution.

Only the mean value of the velocity, and not the full velocity distribution, is
determined at each pixel. The mean value of the velocity ¥ is calculated from the
following equation:

gl _° (3.53)

where 9 is the angle defined in Figure 3.21 and f is the mean frequency shift given
by

f £ 8200 + SN df
Fa oo (3.54)

f [S2(F) + S3()] df
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FIGURE 3.25. (Left) Flow in a recanalized umbilical cord. (Right) Flow inside a carotid artery. A
parallelogram-shaped region of interest is needed for vessels that are parallel to the transducer
surface (©2000 ATL Ultrasound).

where Si(f) and Sq( f) are the Fourier transforms of the output time-domain signals
from the quadrature demodulator. The mean velocity, its sign (positive or negative),
and its variance are represented by the hue, the saturation, and the luminance, respec-
tively, of the color plot. Efficient computation of the mean and the variance values is
important so that the frame rate can be as high as possible. Practical implementation
on commercial machines involves calculating the autocorrelation function between
the real and the imaginary signals. Because the Doppler signal is calculated on a
pixel-by-pixel basis, as opposed to integrating over the entire volume as in spectral
Doppler measurements, this results in a very low SNR in the flow image. Many scans
must be averaged to improve the SNR, but this means that the flow imaging is rela-
tively slow compared to the B-mode scan. Examples of duplex images are shown in
Figure 3.25.

One of the difficulties in measuring color Doppler shifts occurs when a vessel lies
parallel to the face of the phased array transducer. If flow is normal and unidirectional,
one-half of the image shows flow toward the transducer and the other shows flow
away from the transducer. Directly below the center of the transducer there is a
signal void. The angle dependence can be removed by using the so-called “power
Doppler” mode. The area under the plot of Doppler frequency versus amplitude is
integrated to give the “Doppler power.” The Doppler power depends only upon the
number of RBC scatterers, and is not angle-dependent. Aliasing artifacts at high flow
rates are also eliminated because the integral of an aliased signal is the same as that
of a nonaliased signal. The major disadvantage with power Doppler is the loss of
directional information.

3.10.5. Time-Domain Correlation/Color Velocity Imaging

The second class of methods for estimating blood velocity using ultrasound involves
time-domain correlation (TDC) techniques. The basis for TDC methods is that the
RBC distribution within a vessel is inhomogeneous, meaning that different-sized
groups of RBCs give “signature” signals in the backscattered echo. Over the relatively
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FIGURE 3.26. A diagram showing the basis of time-domain correlation methods for measuring
blood velocity. A pulse of ultrasound is transmitted at time t; and the backscattered echo E,
recorded. A second puise is transmitted at time t, and the signature signal from the particu-
lar group of RBCs is time-shifted by an amount t in the corresponding echo E;. Correlation
methods, as described in the text, are used to estimate the value of t and hence the blood
velocity.

short periods of time during which each individual group of RBCs lies within the
transducer beam, these signature signals remain correlated. The general principle of
velocity estimation is shown in Figure 3.26. The value of the time shift 7 is estimated
by correlating the two signals E and E, with each other and calculating the correlation
coefficient R(s), given by

R(s) = /E1[t+S]E2[t] (3.55)

The maximum of R(s) occurs when the value of s equals 7, and having determined
the value of 7, one can calculate the velocity v of the RBCs from

cT

V= m (3.56)

Time-domain methods have several advantages over pulsed Doppler methods. First
is the lack of aliasing artifacts arising from the Nyquist sampling criterion: the limit
on the maximum blood velocity that can be measured depends only upon the time
that the scatterers remain within the ultrasound beam. Second, the direction of flow is
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automatically measured as a negative or positive time shift without the need for quadra-
ture demodulation. Finally, in situations where the SNR is not very high (<10: 1)
cross-correlation techniques perform significantly better than Doppler methods. Time-
domain methods can also be extended to two dimensions and then integrated with
B-mode gray-scale scans as in conventional duplex scanners. The algorithm used is
simply two-dimensional cross-correlation rather than one-dimensional as described
here. This mode is often called color velocity imaging.

3.11. ULTRASOUND CONTRAST AGENTS, HARMONIC
IMAGING, AND PULSE INVERSION TECHNIQUES

The detection of blood flow in small vessels deep in tissue is very difficult due to
the low SNR of the Doppler signal. In order to carry out these experiments, the
backscattered signal from blood must be made larger by somehow increasing the
echogenicity of blood. This can be achieved using ultrasound contrast agents, which
are injected directly into the bloodstream. These contrast agents usually consist of
gas-filled microspheres or microbubbles with diameters less than 10 .m so that they
pass through the pulmonary, the cardiac, and the capillary systems. There are two
basic mechanisms by which such agents increase significantly the backscattered
signal from blood. The first is the large difference in acoustic properties between
gas-filled particles and the surrounding blood and tissue. The second mechanism is
termed “resonance,” in which gas-filled microspheres essentially expand and contract
under the influence of the traveling ultrasound wave. Both effects, outlined in more
detail below, result in an effective scattering cross section much larger than a corre-
spondingly sized liquid-filled microsphere. The power P, received by a transducer is
given by

I;Ncraz
P =
4R?

3.57)

where R is the distance between the scatterer and transducer, a is the radius of the
transducer, N is the number of scatterers, /; is the intensity of the incident ultrasound
beam, and o is the scattering cross section. Therefore, the larger the effective scattering
cross section of the microsphere, the larger is the backscattered signal.

In terms of the difference in acoustic properties of the microsphere, equation (3.24)
shows that the magnitude of the backscattered signal depends upon the differences in
density and compressibility between the contrast agent and the surrounding medium.
For a gas-filled microsphere, x; >> « and p; << p, resulting in a very high scattering
cross section. However, it must be remembered that the concentration of the injected
contrast agent in the blood is very low, and without the effect of resonance, described
below, use of these contrast agents would not result in a significantly enhanced signal
from blood.

The compressibility for a gas-filled microsphere is more than 10,000 times greater
than for a correspondingly sized liquid-filled particle, and the size of the microsphere
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changes appreciably as a result of the applied ultrasound pressure field. Gas-filled
microspheres can act as harmonic oscillators, producing increases in scattering cross
section three orders of magnitude greater than their actual geometric cross section.
The resonance frequency f; of a bubble of radius r is given by

1 /3
fo= 5 Zvpo (3.58)
r Po

where y is the adiabatic ideal gas constant, py is the ambient pressure of the sur-
rounding blood, and py is the ambient blood density. Gas bubbles are usually stabi-
lized using some form of physical encapsulation, and the resonant frequency of such
microspheres is altered by the surface tension oy of the particular compound used:

1 3 20,
fo=5— 4 (Po + ‘) (3.59)
ar Po r

Itis highly fortuitous that the size of microspheres, 1-10 m, needed to cross capillary
beds corresponds to a resonant frequency within the ultrasound diagnostic imaging
range.

A number of different contrast agents have been developed, the vast majority based
on gas microbubbles or gas-filled microspheres. Levovist is made from a suspension
of galactose in water, with air microbubbles sticking to the surface of the solid micro-
crystals. A small amount of palmitic acid is added as a surfactant and, when injected,
the microcrystals dissolve and the gas bubbles, with a diameter of less than 6 xm,
enter the blood. These bubbles have a relatively long lifetime in the bloodstream,
typically greater than 3 min. Levovist can be used to visualize both the left and the
right ventricles in the heart and to calculate the ventricular ejection fraction, which
is an important measure of heart function. In addition to air, high-molecular-weight
inert gases can be used; these have the advantage that they dissolve more slowly in the
blood. Echogen is an emulsion of perfluoropentane, which is a liquid at room temper-
ature when it is prepared, but becomes a gas at body temperature after injection. Other
contrast agents are based on encapsulating the gas within a solid shell before injection.
These agents have shorter lifetimes in the bloodstream because they are removed very
efficiently by the liver and spleen, where they are phagocytosed by the Kuppfer cells.
In fact, this allows these agents to be used as “negative” contrast agents for the detec-
tion of tumors in the liver because the agent accumulates only in healthy liver tissue
and therefore forms a bright ring around the tumor. Examples of these agents include
Albunex, which consists of air-filled microspheres with a protein shell made of human
serum albumin, and Sonovist, in which the gas is encapsulated in a cyanoacrylate,
biodegradable shell. Doppler imaging can also be used for tumor detection with these
agents because the tumor periphery typically has a higher vascularity than in the
center.

Ultrasound contrast agents are most commonly used in combination with a tech-
nique called harmonic imaging. Due to the nonlinear relationship between the volume
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FIGURE 3.27. (Left) A fundamental mode image of a liver mass using a contrast agent. (Right)
The corresponding second harmonic image, showing much clearer delineation of the tumor
mass (©2000 ATL Ultrasound).

of the microbubble and the pressure of the ultrasound wave, the backscattered signal
consists not only of the transmitted (fundamental) frequency, but also harmonics and
subharmonics of this frequency. These harmonic signals have lower intensities than
those at the fundamental frequency, but can actually have a higher SNR because they
have very low signal contributions from clutter and tissue motion. The most common
implemention of harmonic imaging uses the second harmonic of the fundamental
frequency.

The signal component at the fundamental frequency can be almost entirely elimi-
nated by using so-called “pulse inversion techniques” in which the images from two
scans are combined. In the first scan, both the returning fundamental signal as well
as its harmonic component are stored. In the second scan, an inverted pulse is trans-
mitted. The backscattered fundamental signal is inverted, but the harmonic signal has
the same phase as for the first scan. Summation of these two signals therefore results
in cancellation of the fundamental signals, with the harmonic components adding
constructively, thus producing a pure harmonic signal. A comparison of fundamental
and second harmonic mode images, both acquired using contrast agents, is shown in
Figure 3.27.

3.12. SAFETY AND BIOEFFECTS IN ULTRASONIC IMAGING

Under normal operating conditions, ultrasonic imaging is extremely safe, with no
limit having been set by the FDA on the number of patient examinations over any
given period of time. Increasingly sophisticated image acquisition processes such as
compound scanning and power color Doppler have, however, increased the amount of
energy that is deposited in the body, and there are a number of regulatory guidelines
for recommended safety levels. Several measures are used to estimate the safety of an
ultrasonic imaging protocol. The average intensity of a CW ultrasound wave was de-
scribed in equation (3.6). However, as has been described, the majority of ultrasound
experiments are carried out in pulsed mode. The “duty cycle” in pulsed ultrasound is
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defined as the duration of the ultrasound pulse divided by the time between pulses.
Temporal-averaged ultrasound intensity is calculated simply by multiplying the av-
erage intensity during the pulse by the duty cycle. The Gaussian beam profile can be
accounted for by calculating the spatially averaged intensity Is4. Common acronyms
used for reporting ultrasound intensities for different procedures use a combination
of these terms, for example, spatial average temporal average (SATA), spatial peak
temporal average (SPTA), spatial peak pulse average (SPPA), spatial peak temporal
peak (SPTP), spatial peak (SP), and spatial average (SA). The American Institute of
Ultrasound in Medicine sets guidelines for these values, based on estimations on the
tissue heating produced. For example, for fetal imaging, the current FDA regulatory
limit for ZJspra is 720 mW/cm?2.

Although outside the scope of this book, it should be noted that ultrasound can be
used therapeutically as a method for thermal destruction of tumors. Relatively low
intensity ultrasound is used for hyperthermic tumor treatment, in which the tumor
is heated to temperatures between 42°C and 45°C in order to accelerate tumor cell
destruction. Alternatively, very high intensities of ultrasound can be used for tumor
thermoablation, in which the temperature in the tumor is raised rapidly to between
70°C and 90°C for a few seconds. The mechanism for this rapid heating involves
cavitation effects, the formation and destruction of small air bubbles within the tumor.

3.13. CLINICAL APPLICATIONS OF ULTRASOUND

The noninvasive, nonionizing nature of ultrasonic imaging, its ability to measure blood
velocity, together with real-time image acquisition and easy patient access mean that
a very wide range of clinical protocols have ultrasonic imaging as an integral part. The
most common use of ultrasound is in the abdomen and pelvis, imaging the gallbladder
and renal system, and transabdominal imaging of the uterus and ovaries in women,
and the testicles in men. As examples, applications to obstetrics, breast imaging,
musculoskeletal damage, and cardiac studies are outlined briefly below.

3.13.1. Obstetrics and Gynecology

Ultrasound is the only imaging technique routinely used for fetal studies. Parameters
such as the size of the head and the brain ventricles (for diagnosis of hydrocephalus)
and the condition of the spine are measured to assess the health of the fetus. If am-
niocentesis is necessary to detect disorders such as Down syndrome, then ultrasound
is used for needle guidance. Doppler ultrasound is also used to measure fetal blood
velocity. The high spatial resolution possible is shown in Figure 3.28.

3.13.2. Breast Imaging

In breast imaging, ultrasound is used in conjunction with the primary technique of
X-ray mammography in the diagnosis of breast cancer. If mammography suggests
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FIGURE 3.28. (Left) A B-mode image showing sextuplets in utero. (Right) An image of a fetal
lung (©2000 ATL Ultrasound).

that a “lump” is present, then ultrasound can help to determine whether it is a fluid-
filled cyst or a solid mass. Cysts typically have a round shape and anechoic interiors,
and acoustic enhancement is often seen behind the cyst. Since cysts are fluid-filled,
the presence of acoustic streaming (fluid motion arising from the ultrasound pressure,
detected using Doppler techniques) is also a useful diagnostic. Ultrasound is particu-
larly valuable in women with dense breast tissue or young women because the tissue
is relatively opaque to X-rays. If a needle biopsy is needed in order to determine
whether a solid mass is cancerous or not, then real-time B-mode ultrasonic imaging
can be used to guide the needle into the tumor. Ultrasound can also be used in the
detection of microcalcifications, with spatial compound imaging being particularly
useful due to the reduction in speckle. Figure 3.29 shows two images: the first of
a breast carcinoma acquired using compound imaging, and the second of a needle
biopsy.

FIGURE 3.29. (Left) A compound image of a dark mass within the breast. (Right) Tracking a
needle biopsy of breast tissue using real-time compound B-mode scanning (©2000 ATL Ultra-
sound).
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FIGURE 3.30. (Left) A compound B-mode image of a rotator cuff injury. (Right)-A similar scan
showing tendinitis in the tricep tendon (©2000 ATL Ultrasound).

3.13.3. Musculoskeletal Structure

Musculoskeletal damage can be quickly and effectively diagnosed using ultrasound,
again most commonly with compound scanning for images with high spatial reso-
lution and high SNR. Figure 3.30 shows two examples of images acquired for such
injuries.

3.13.4. Cardiac Disease

Ultrasonic imaging of the heart can be used to diagnose diseases such as mitral valve
stenosis, regurgitation, congenital heart disease, and the presence of cardiac tumors.
It can also be used to assess left-ventricular function, often in combination with a
stress test. Doppler techniques can be used to measure blood velocity in the arteries
and veins in the heart. Contrast agents can be used to produce blood perfusion maps;

FIGURE 3.31. (Left} A B-mode image of a patient with congenital cardiomyopathy. (Right) A
perfusion map of the heart obtained using a pulse inversion harmonic technique (©2000 ATL
Ultrasound).
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myocardial infarcts often show reduced perfusion compared to areas of healthy tissue.
Figure 3.31 shows an example of a patient with congenital cardiomyopathy, and a
normal perfusion map of the heart.

EXERCISES

3.1

3.2.

33.

34.

3.5.

3.6.

3.7.

38.

3.9.

Calculate the intensity transmission coefficient T for the following interfaces,
assuming that the ultrasound beam is exactly perpendicular to the interface:
muscle/kidney, air/muscle, and bone/muscle. Discuss briefly the implications
of these values of T; for ultrasonic imaging.

Repeat the calculations in Exercise 3.1 with the angle of incidence of the ultra-
sound beam now being 60°.

Within tissue lies a perfect reflector, which backscatters 100% of the intensity of
the ultrasound beam. Given a 100-dB receiver dynamic range and an operating
frequency of 3 MHz, what is the maximum depth within tissue at which the
reflector can be detected?

Calculate the distance at which the intensity of a 1-MHz and a 5-MHz ultra-
sound beam will be reduced by half traveling through (a) bone, (b) air, and
(c) muscle.

Plot the transmitted frequency spectrum of an ultrasound beam from a trans-
ducer operating at a central frequency of 1.5 MHz. Assume that the transducer
is damped. Repeat the plot for the beam returning to the transducer after passing
through tissue and being backscattered.

In order to improve the efficiency of a given transducer, the amount of energy
reflected by the skin directly under the transducer must be minimized. A layer
of material with an acoustic impedance Zyy is placed between the transducer
and the skin. If the acoustic impedance of the skin is denoted by Z; and that
of the transducer crystal Z., show mathematically that the value of Zyy that
minimizes the energy of the reflected wave is given by Zyy, = /Z.Z,.

Consider a transducer with a thickness given by equation (3.27).. A matching
layer (Exercise 3.6) is used to maximize the energy transferred from the trans-
ducer to the body. Show that the thickness of this matching layer should be
one-fourth of the ultrasound wavelength.

Consider a focused transducer with a radius of curvature of 10 ¢cm and a diameter
of 4 cm. This transducer operates at a frequency of 3.5 MHz and transmits a
pulse of duration 0.857 us. What is the axial and the lateral resolution at the
focal point of the transducer?

Explain why a very fast or very slow tissue relaxation time results in a very
small amount of energy being lost due to absorption.
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FIGURE 3.32. lllustration for Exercise 3.10.

3.10. Use the following data to sketch the A-mode scan from Figure 3.32. The am-
plitude axis should be on a decibel scale and the time axis in microseconds.
Ignore any reflected signal from the transducer/fat interface, and assume that
a signal of 0 dB enters the body. At a transducer frequency of 5 MHz, the
linear attenuation coefficient for muscle and liver is 5 dB cm~! and for fat is

FIGURE 3.33. Illustration for Exercise 3.11.



3.11.

3.12.

3.13.

3.14.

3.15.

3.16.

FURTHER READING 153

FIGURE 3.34. lllustration for Exercise 3.15.

7 dB cm™!. Relevant values of the characteristic acoustic impedance and speed
of sound can be found in Table 3.1.

Determine and sketch the A-mode scan using the same parameters as in Exercise
3.10, but with a time—gain compensation of 0.8 dB us~'.

For the object shown in Figure 3.33, qualitatively sketch the B-mode ultra-
sound image. Ignore speckle or scatter and only consider signals backscat-
tered from the tissue boundaries. Acoustic impedance: tissue 1.61, tumor 1.52
(x10° g/cm? s). Attenuation coefficient: tissue 1.0, tumor 0.4 (dB/cm/MHz).
Speed of sound: tissue 1540, tumor 750 (m/s).

In a particular real-time imaging application the transducer moves through a
90° sector with a frame rate of 30 frames per second, acquiring 128 lines of
data per frame. If the image is acquired up to a depth of 20 cm and the lateral
resolution of the beam width at this depth is 5 mm, calculate the effect of
transducer motion on overall image blurring, that is, is it the dominant factor?

Sketch the shape of the acoustic shadowing artifact produced from compound
scanning.

Sketch the Doppler spectral patterns at points A, B, and C in the model system
of a stenotic artery shown in Figure 3.34.

Show that the outputs of the quadrature detector covered in Section 3.9.2 allow
differentiation between positive and negative blood velocity by deriving the
equations for s1(¢) and so(¢) in the main text.
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Magnetic
Resonance Imaging

4.1. GENERAL PRINCIPLES OF MAGNETIC RESONANCE IMAGING

Magnetic resonance imaging (MRI) is a nonionizing technique with full three-
dimensional capabilities, excellent soft-tissue contrast, and high spatial resolution
(~1 mm). In general, the temporal resolution is much slower than for ultrasound or
computed tomography, with scans typically lasting between 3 and 10 min, and MRI
is therefore much more susceptible to patient motion. The cost of MRI scanners is
relatively high, with the price of a typical clinical 1.5-T whole-body imager on the or-
der of $1.5 million. The major uses of MRI are in the areas of assessing brain disease,
spinal disorders, angiography, cardiac function, and musculoskeletal damage.

The MRI signal arises from protons in the body, primarily water, but also lipid.
The patient is placed inside a strong magnet, which produces a static magnetic field
typically more than 10,000 times stronger than the earth’s magnetic field. Each proton,
being a charged particle with angular momentum, can be considered as acting as a
small magnet. The protons align in two configurations, with their internal magnetic
fields aligned either parallel or antiparallel to the direction of the large static magnetic
field, with slightly more found in the parallel state. The protons precess around the
direction of the static magnetic field, in an analogous way to a spinning gyroscope
under the influence of gravity. The frequency of precession is proportional to the
strength of the static magnetic field. Application of a weak radiofrequency (RF) field
causes the protons to precess coherently, and the sum of all of the protons precessing
is detected as an induced voltage in a tuned detector coil.

Spatial information is encoded into the image using magnetic field gradients. These
impose a linear variation in all three dimensions in the magnetic field present within
the patient. As a result of these variations, the precessional frequencies of the protons

157
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FIGURE 4.1. (Left) The instrumentation involved in MRI consists of a superconducting magnet,
three sets of magnetic field gradients (only one is shown), and a radiofrequency coil. (Right)
A single-slice MRI of the brain showing excellent soft-tissue contrast between gray and white
matter and high spatial resolution.

are also linearly dependent upon their spatial location. The frequency and the phase
of the precessing magnetization is measured by the RF coil, and the analog signal is
digitized. An inverse two-dimensional Fourier transform is performed to convert the
signal into the spatial domain to produce the image. By varying the data acquisition
parameters, differential contrast between soft tissues can be introduced, as shown in
Figure 4.1.

4.2. NUCLEAR MAGNETISM

In MRI the patient is placed inside a very strong magnet for scanning. A typical value
of the magnetic field, denoted By, is 1.5 T (15,000 G), which can be compared to the
earth’s magnetic field of approximately 50 1T (0.5 G). The MRI signal arises from
the interaction between the magnetic field and hydrogen nuclei, or protons, which are
found primarily as water in tissue and also lipid. This interaction can be described
in terms of the nuclear magnetism, either from a quantum mechanical or a classical
approach, both of which are described in the following sections.

4.2.1. Quantum Mechanical Description

All nuclei with an odd atomic weight and/or an odd atomic number possess a
fundamental quantum mechanical property termed “spin.” For MRI the most impor-
tant nucleus is the hydrogen nucleus, or proton. Although not a rigorously accurate
model, the property of spin can be viewed as a proton spinning around an internal axis
of rotation giving it a certain value of angular momentum P. Because the proton is a
charged particle, this rotation gives the proton a magnetic moment . This magnetic
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FIGURE 4.2. (Left} A spinning proton possesses a magnetic moment p and acts as a small
magnet with a north and a south pole. (Right) In the absence of an external, imposed magnetic
field, the orientations of the magnetic moments are random. There is therefore zero net magnetic
moment in any given direction.

moment produces an associated magnetic field, which has a configuration similar to
that of a bar magnet, as shown in Figure 4.2. In the absence of an external magnetic
field the orientation of the individual magnetic moments is random.

The magnitude of the value of P of the protons is quantized, that is, it can only take
a certain discrete value. This value is determined by another fundamental property of
the proton, the spin quantum number /:

|P = Eh;[l(l +11'? “4.1)

where % is Planck’s constant (6.63 x 10734 J s). The value of / depends on the number
of protons and neutrons in the nucleus, and is nonzero for nuclei having an odd atomic
number, an odd number of neutrons, or both. In the case of protons, the value of I is
1/2, and so the magnitude of P is given by

h V3
P = 7% 7 4.2)

The magnitudes of the magnetic moment and the angular momentum of the proton
are related by

el =y {P| 4.3)
where y is the gyromagnetic ratio of the nucleus, and has a characteristic value for

different nuclei such as protons, phosphorus, or carbon. Because the value of the
magnitude of P is quantized, so is the value of the magnitude of pe:

h
lul =y IP| = ;—”- LT + 1)) @.4)
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For the proton the magnitude of the magnetic moment is therefore given by

_ yh/3

yp 4.5)

|12l

The magnetic moment, being a vector, contains three components (i, 4y, and y&,),
each of which can have any value, provided that equation (4.5) is observed. However,
in the presence of a strong magnetic field B, the value of i, can only have values
given by

h
U, =ypP = ;—mz (4.6)
g

where m; is the nuclear magnetic quantum number, and can take values I, I —
1,..., L So, in the case of a proton, m; takes two values, +1/2 and —1/2, and
the corresponding values of i, are £y h/4m. Because the total magnetic moment is
given by equation (4.5), it is clear that the magnetic moment is oriented in a direction
only partially aligned with (parallel) or against (antiparallel) the main magnetic field,
as shown in Figure 4.3.

One point which requires clarification is the representation of the direction of the
By, field as being vertical, which is common to all texts and descriptions of NMR. This
is because historically all of the early NMR experiments were performed on high-

resolution spectroscopy magnets in which the direction of the By field is vertical:
such is indeed the situation today for high-resolution NMR spectroscopy. However,

FIGURE 4.3. (Left) The quantization of the magnitude of the z component of a proton’s angular
momentum means that the proton’s magnetic moment has two possible physical orientations,
parallel and antiparallel, with respect to the direction of the main magnetic field. The value of the
angle 6 is 54.7°. (Right) In the absence of an external magnetic field, there is only one energy level.
When the external magnetic field is applied, Zeeman splitting resuits in two energy levels, with
more protons occupying the lower energy level, corresponding to the proton magnetic moments
being aligned parallel to the main magnetic field, than the higher energy level, corresponding to
an antiparallel alignment.
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most imaging magnets are oriented horizontally such that the direction of the B, field
is actually horizontal. The important thing to note is that the z direction is always
defined as the direction of the By field, irrespective of the actual magnet orientation.

The relative number of protons in the parallel and the antiparallel configurations
can be calculated by considering the interaction energy E of a magnetic moment with
the magnetic field. The magnetic field only interacts with the z component of the
magnetic moment, and the value of E is given by

= —i;Bo CN))

where By was defined previously as the strength of the magnetic field. So, from
equations (4.6) and (4.7)

vhB
E=% 47r0

4.8)

The two possible interaction energies correspond to the protons being in the parallel
configuration (E is negative, implying a lower interaction energy) and the antiparal-
lel configuration (E is positive, a higher interaction energy). The energy difference
between the two states is shown in Figure 4.3 and is given by

__YhBo

AE
27

4.9

The Boltzmann equation can now be used to calculate the relative number of nuclei
in each configuration:

N, antiparailel AE 14 hB()
———— =exp| —— | =exp| - 4.10
Nparaliel exp ( kT ) exp ( 2nkT (4.10)

where k is the Boltzmann coefficient, with a value of 1.38 x 10722 J/K, and T is the
temperature measured in kelvins. A first-order approximation can be made (e™* ~
1-—-x):

Nantiparatiet _ | YhBo

- 4.11)
N parallel 2nkT

The magnitude of the MRI signal is proportional to the difference in populations
between the two energy levels:

yhBg

N, Lt
An kT

parallel — Nantiparallel = Ng 4.12)

where N is the total number of protons in the body. At an operating magnetic field
of 1.5 T, equation (4.12) shows that for every one million protons, there is only a
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TABLE 4.1. Properties of Nuclei Found at High Abudance in the Body

Nucleus Atomic Number Atomic Mass I y [2n(MHZ/T) MR Signal
Proton 1 1 1/2 42.58 Yes
Phosphorus 15 31 1/2 17.24 Yes
Carbon 6 12 0 - No
Oxygen 8 16 0 - No
Sodium 1" 23 3/2 11.26 Yes

population difference of five protons between the parallel and the antiparallel orien-
tations. MRI is often referred to as an intrinsically insensitive technique because it
can detect only the small excess of protons aligned with magnetic field, rather than
each proton individually.

Finally, it should be noted from equation (4.1) that if / = O for a particular nucleus,
then it has no angular momentum and no magnetic moment, and cannot be detected
using MRI. Shown in Table 4.1 are the values of y and / for naturally occurring nuclei
within the body. Neither of the major isotopes of carbon (*2C) nor oxygen ('°0), both
abundant in the body, gives an MRI signal. It is possible to detect these elements, but
only the isotopes '3C and "0, which exist in very low natural abundance, 1.1% and
0.048%, respectively.

4.2.2. Classical Description

The quantum mechanical model describes the basics of nuclear magnetism, but be-
comes cumbersome when analyzing complicated MRI pulse sequences. A more intu-
itive approach is to consider the interactions of protons with magnetic fields purely in
terms of classical mechanics. As derived in the previous section, the proton magnetic
moment p is aligned at an angle of 54.7° to the axis of the external magnetic field
By. This magnetic field attempts to align the proton magnetic moment parallel to the
direction of By, and this action creates a torque C given by

C = puxBy = in|u||Bylsiné (4.13)

where iy is a unit vector normal to both g2 and By. The direction of the torque, shown
in Figure 4.4, is out of the plane of the page at right angles to the direction of p. The
result of the torque is that the proton precesses around the axis of the magnetic field,
keeping a constant angle between g and By. This is exactly analogous to the behavior
of a spinning gyroscope, also shown in Figure 4.4.

In order to calculate the frequency at which the protons precess, consider that the
torque is defined as the time rate of change of the total angular momentum of the
proton:

dapP
=% = uxB 4.14
C 2 = #xBo 4.14)
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FIGURE 4.4. (Left) Classically, the action of By trying to align the proton magnetic moment along
the direction of Bg produces a torque C, the direction of which is out of the plane of the figure.
(Right) An analogous situation of a spinning gyroscope precessing under the effect of gravity.

From Figure 4.4, the magnitude of the component of the angular momentum that is
precessing in the plane perpendicular to By is given by |P| sin €. In a short time dt,
the magnetic moment precesses through an angle d¢ producing a change 4P in the
angular momentum. Simple trigonometry gives

dP  Cdt
|P|sin@ ~ |P|sinf

sin(d¢) = 4.15)

If d¢ is small, then sin(d¢) ~ d¢. The angular precessional frequency w is given by
d¢/dt and so can be evaluated as

_dp _ C  pxBy yPxBy 4.16)
T dt "~ |Pisin6 |P|sin@ |P|sin® ’
Expanding the cross product gives
vy IP{[Bg|siné
=" —yB 4.17
[P|sinf ¥ Bo @17

where By is universally, and henceforward, used to represent |By|. Classical mech-
anics, therefore, shows that the effect of placing a proton in an magnetic field is that
it precesses around the axis of that field at a frequency proportional to the strength of
the magnetic field. This frequency is termed the Larmor frequency.

4.2.3. Radiofrequency Pulses and the Rotating Reference Frame

In order to obtain an MRI signal, transitions must be induced between the protons
in the parallel and the antiparallel energy levels. The energy required to do this is
supplied by an oscillating electromagnetic field, as covered further in Section 4.4.3.
Because there is a specific energy gap AE in equation (4.9) between the two energy
levels, the electromagnetic field must be applied at a specific frequency, called the
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resonance frequency. The frequency f of this electromagnetic field can be calculated
from

hB
hf = AE = 1220

(4.18)

resulting in equations for the resonant frequency in hertz (f) or radians per second

(w):
f==, w=yBy 4.19)

The value of f fora 1.5-T clinical scanner is approximately 63.9 MHz. By comparing
equations (4.17) and (4.19) it can be seen that the Larmor precession frequency
is identical to the frequency of the electromagnetic field that must be applied for
transitions to occur between the parallel and the antiparallel energy levels in the
quantum mechanical model. .

The electromagnetic energy is supplied to the system as a single pulse or series
of pulses commonly referred to as radiofrequency (RF) pulses. The most common
method used to analyze the effects of a given sequence of pulses is the “vector model.”
The starting point is to consider the net effect of all of the protons in the body, rather
than single nuclei that have been considered until now. The net magnetization of the
sample is defined as My, where

N vh ¥2h%ByN

My = Zuz,n = - (Nparallel - Namiparallel) = 1672kT

y (4.20)

n=1

When the patient is placed in the magnetic field, this net magnetization can be con-
sidered as the vector sum of all of the individual proton magnetic moments. These
magnetic moments precess around By, and are randomly distributed around a “pre-
cession cone” as shown in Figure 4.5. The net magnetization only has a z component
because the vector sum of the components in the x and y axes is zero:

Mz = M, My =0, M. =0 (421)

As explained later in this section, a detectable signal can only be produced by M, and
M, components of magnetization, and not by the M, component. In order to create
M, and M, components, it is necessary to rotate the net magnetization from the z
axis into the xy, or transverse, plane. In direct analogy with the classical interaction
between By and the proton magnetic moments, application of a second magnetic field
at a 90° angle to the z axis produces a second torque, which rotates the magnetization
toward the xy plane.

This second magnetic field, termed the B field, oscillates at the Larmor frequency,
and is created from an RF coil, designs of which are described in Section 4.4.3. The net
magnetization precesses around the axis of the applied B, field at an angular frequency
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FIGURE 4.5. (Left) The magnetic moments of each proton precess around the z axis with a
frequency o = y By and at an angle of 54.7° to this axis. (Center) The magnetic moments cor-
responding to the slightly greater number aligned paralle! to the magnetic field than antiparallel.
(Right) The vector sum of all of the magnetic moments only has a z (longitudinal) component,
with no component in the xy (transverse) plane.

wy = y B; and around the By field at angular frequency w = y By: this complicated
motion of precession about two orthogonal axes is known as nutation. Because the
magnitude of the B, field is very much smaller than that of By, precession around the
RF field is correspondingly slower. If the B, field is applied along the x axis, the cone
of magnetic moment vectors is tipped toward the y axis. This is shown in Figure 4.6
using the vector model.

The effect of applying the B; field about the x axis is to create a component of
magnetization M, in the y direction. The nuclei are now said to be “phase coherent”
because all of the vectors are pointing in the same direction. The “tip angle” « is
defined as the angle through which the net magnetization is rotated by the action of
the B, field. This angle is proportional to the product of the strength of the applied
RF field and the time 75, for which it is applied:

o = )/Blfm (4.22)

A tip angle of 90° results in the maximum value of the M, component, whereas one
of 180° produces no transverse magnetization, converting +M, into —M,. Because
the B, field is applied for a fixed duration, it is usually referred to as an RF pulse; one
producing a tip angle of 90° is termed a 90° pulse.

In order to simplify visualization of the evolution of the net magnetization over
time, the concept of a “rotating reference frame” (x’, y’, z') can be introduced into
the vector model. In this frame the z’ axis is identical to that of the “stationary”
or “laboratory” frame (x, y, z) used previously, but the xy’ axis rotates around the
Z’ axis at the Larmor frequency. This effectively removes the need to consider nuclear
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FIGURE 4.6. (Top left) Application of a B, field (B, x) along the x axis rotates the individual
proton magnetic moments around the x axis toward the y axis. (Bottom left) After applying the
B, field for a certain time duration, the “cone” of magnetic moments has been rotated by 90°. The
magnetic moments continue to precess around the By axis. (Top and bottom right). The vector
model representations of the effect of the B, field. The initial longitudinal magnetization (Mz) has
been rotated into the transverse plane and has been converted into transverse magnetization
(My) along the y axis.

precession around the z axis in the vector model using the laboratory frame. The
simplified rotation of the magnetization is shown in Figure 4.7 using the vector model
in the rotating frame. It must be emphasized that the rotating reference frame is only
a convenient model. In reality, of course, protons aligned parallel and antiparallel
all continually precess around By, and also around B, for the time for which it is
applied.

Signal detection involves placing an RF coil close to the patient. In its simplest
form this coil is a single loop of wire. Faraday’s law states that, when the magnetic flux
enclosed by a loop of wire changes with time, a current is produced in the loop and a
voltage is induced across the ends of the loop. The induced voltage E is proportional
to the negative of the time rate of change of the magnetic flux (d¢/dt):

_4¢

E
O(dt

(4.23)

The time-varying magnetic field produced by the precession of the magnetization
vectors results in a voltage being induced in the RF coil. The requirement for a
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FIGURE 4.7. An illustration of the evolution of magnetization in the rotating reference frame.
(Left) In the “laboratory frame,” the net magnetization precesses around the z axis at the Larmor
frequency. (Right) In the rotating reference frame, the x'y’ plane rotates around the Z' axis at the
Larmor frequency, and therefore the net magnetization is static.

time-varying magnetic flux is the reason why only precessing magnetization in the
xy plane gives rise to a nuclear magnetic resonance (NMR) signal: the z component
does not precess and therefore produces no voltage. At higher strengths of the By
field, the protons precess at a higher frequency, and so the value of d¢/dt increases.
So higher magnetic fields produce higher signal not only due to greater nuclear
polarizations, equation (4.12), but also due to the higher voltage induced in the RF coil.

4.2 4. Spin-Lattice and Spin-Spin Relaxation

The effect of an RF pulse is to transfer energy from the transmitting coil to the protons.
This excess energy results in a non-Boltzmann distribution of the populations of the
parallel and the antiparallel energy states. In the vector model, the M, component has
been reduced from its equilibrium value of My, and the M, and/or M, components
have a nonzero value. Each of the magnetization components M, M,, and M, must
return to its thermal equilibrum value over time. The time evolutions of M, M,, and
M, are characterized by differential equations, known as the Bloch equations:

M. M
o (0-3)

dt T
M, w M
—L =yM,B, —yM, (By—— ) - =2 4.24
4 yM.B, —y x(O y) T (4.24)
dM, M, - M,

=—-yM,Bj - ——
dr Y Myby T,

The return of M, to its equilibrium value of My is governed by the spin-lattice
(Ty) relaxation time. Immediately after an RF pulse of arbitrary tip angle «, the M,
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FIGURE 4.8. Plots of M, versus time after (left) a 90° pulse and (right} a 180° pulse.

component is given by My cos a. The value of M, at a time ¢ after the RF pulse is
given by

M(t) = Mycosa + (Mo — Mycosa) (1 — e~/ ) (4.25)
For example, after a 90° pulse the value of M, is given by
M, (1) = Mo (1 — /™) (4.26)

Figure 4.8 shows the time dependence of the M, magnetization for two commonly
encountered situations, after a 90° pulse and a 180° pulse, respectively.

The physical basis for T relaxation involves the protons losing their energy to
the surrounding lattice, hence the name spin-lattice relaxation. Different tissues have
different values of Tj, and this difference forms one basis for introducing tissue
contrast into the MR image. Some values of the T} of commonly imaged tissues at
a magnetic field strength of 1.5 T are shown in Table 4.2. The values of T; depend
upon the magnetic field strength, a topic covered more fully in Section 4.5.2.

The M, and M, components of magnetization relax back to their thermal equilib-
rium values of zero with a time constant termed the spin-spin (75) relaxation time:

M, M M M
aM, __M. - aM, M, 427)
dt T; dt T

If an RF pulse of arbitrary tip angle « is applied along the x axis, then immediately
afier the pulse there is no M, component of magnetization, and the M, component
is given by My sina. The value of M, at time ¢ after the RF pulse is given by

M, (t) = Mysina e/ ™ (4.28)
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TABLE 4.2. Tissue Relaxation Times at t.5T

Tissue Ty (ms) T2 (ms)
Fat 260 80
Muscle 870 45
Brain (gray matter) 900 100
Brain (white matter) 780 90
Liver 500 40
Cerebrospinal fluid 2400 160

The physical basis of the decay of transverse magnetization is different from that of
the T; relaxation process. T, relaxation involves the loss of “phase coherence” be-
tween the protons precessing in the transverse plane. The concept of phase coherence
can be thought of as the maintenance of a constant phase relationship between the
magnetic moments of the individual protons. Even in a perfectly homogeneous By
magnetic field, the magnetic moments of different protons precess at slightly differ-
ent frequencies due to variations in their interactions with neighboring nuclei. As a
result, the net magnetization decreases as a function of time. The effect is shown in
Figure 4.9, using the vector model in the rotating frame.

As is the case for T) relaxation times, different tissues in the body have different
values of T,, and these can also be used to differentiate between soft tissues in clinical
images. Once again, the values depend on the strength of the magnetic field, and Table
4.2 shows typical values at 1.5 T.

In fact, the loss in phase coherence of the transverse magnetization arises from two
different mechanisms. The first is the “pure” T, decay outlined above. The second
arises from spatial variations in the strength of the magnetic field within the body.
There are two major sources for these variations. The first is the intrinsic magnet
design, that is, it is impossible to design a magnet producing a perfectly uniform
magnetic field over the entire patient. The second source is local variations in magnetic
field due to the different magnetic susceptibilities of different tissues: this effect
is particularly pronounced at air/tissue and bone/tissue boundaries. Together, these
factors produce loss of phase coherence, which is characterized by a relaxation time
T%. The overall relaxation time that governs the decay of transverse magnetization
is a combination of signal loss due to T; and T effects, and is designated by T3, the
value of which is given by

L1 + : 4.29)
T, T7 T ‘

In the field of high-resolution NMR spectroscopy for chemical analysis, the value of
T is very small (because the sample is small and spatially homogeneous) and so the
value of T is well approximated by T, and equation (4.28) is valid for describing
the decay of transverse magnetization after an RF pulse. However, in MRI the value
of T}” can be up to 10-100 times shorter than T5, and then the value of T should be
substituted for T, in equation (4.28).
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FIGURE 4.9. (Top) After a 90° pulse, the individual magnetic moments precess at different fre-
quencies because they experience slightly different magnetic fields. (Bottom) The M), component
of magnetization decreases over time, and when the individual vectors are randomly distributed
in the transverse plane, there is no net magnetic moment, and no signal is detected.

4.2.5. Measurement of Ty and T»: Inversion Recovery
and Spin-Echo Sequences

Because valuable information about the physiological state of tissue can be obtained
from both 7 and T relaxation times, and knowledge of these values allows sequences
to be designed to give maximum image contrast, it is important to be able to measure
T, and T, values for different tissues. The pulse sequences used for measurement are
extremely simple, each consisting of two pulses.

The value of T} is measured using an inversion recovery sequence, which consists
of a 180° pulse, a variable delay 7, and a 90° pulse followed immediately by data
acquisition. This sequence is repeated n times, each time with a different value of the
variable delay. From equation (4.25) the detected signal S(z,,) is given by

S(z,) = Mo(1 — 27 ™/Th) (4.30)

A plot of In [S(z,)] versus 7, gives a straight line with a slope of —T;.

Measuring the value of T, requires the use of a spin-echo experiment, shown
schematically in Figure 4.10, where a 90° pulse is applied, followed by a variable
delay 7, a 180° pulse, an identical delay 7, and then signal acquisition. Figure 4.10
also shows the evolution of the magnetization using the vector model and the total
integrated M, intensity.

In order to see how the spin-echo sequence works, consider a single proton, which,
due to spatial inhomogeneities in the main magnetic field, resonates at a frequency Aw
less than the nominal Larmor frequency. Immediately succeeding the 90° pulse, the
M, component is My and the M, component is zero. At time 7 after the 90° pulse, the
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FIGURE 4.10. A schematic of a spin-echo sequence. The 90° puise tips the magnetization onto
the y axis, where it decays with a time constant T;. The effect of the 180° pulse is to “refocus” the
magnetization such that at time t after the 180° pulse, the individual vectors add constructively,
and the signal reaches a peak.

precessing magnetization has accumulated a phase ¢ givenby ¢ = (Aw)t. This phase
can also be represented in terms of the M, and M, components of magnetization:

¢ = arctan (%) 4.31)

y

The 180° pulse applied about the x axis does not affect the M, component of magne-
tization, but converts the M, component into —M,. The effect, therefore, is to convert
the accumulated phase of the magnetization from +¢ to —¢. During the second t
interval, the precessing magnetization accumulates a further phase +¢. So the net ef-
fect at time 2t after the 90° pulse is that the precessing magnetization has zero phase,
that is, the M, component is zero and the vector lies along the —y axis. Because the
rephasing of the vectors does not depend upon the value of Aw, the effects of T’ ;’ are
canceled for all protons, leaving only the effects of pure T, relaxation. If n different
values of t are used, in the same way as for the measurement of the T value, then

S(1,) = Mpe /T 4.32)

A graph of In[S(z,)] versus 21, is plotted, giving a straight line with slope —1/T.
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4.2.6. Signal Demodulation, Digitization, and Fourier Transformation

The oscillating voltage induced in the receiver coil using a standard 1.5-T scanner
has a magnitude between several tens of microvolts and a few millivolts. Because it is
difficult to digitize a signal at this high frequency, 63.9 MHz, using a high-dynamic-
range A/D converter, the signal must be “demodulated” to a lower frequency before
it can be digitized. A schematic for the typical components of a receiver used in
magnetic resonance is shown in Figure 4.11.

The voltage induced in the RF coil first passes through a low-noise preamplifier,
with a typical gain factor of 100 and noise figure of ~0.6 dB. If the signal from only
the water protons is considered initially, then the induced voltage s(¢) is given by

5 (1) x Mpe™ i@t~/ T2" (4.33)

The first demodulation step uses a mixer to reduce the frequency of the signal from
the Larmor frequency wy to an intermediate frequency wyr, where the value of wir
is typically 67.2 x 10° rad s—! (10.7 MHz). A simple circuit for the demodulator is
shown in Figure 4.12, where the mixer effectively acts as a multiplier. This signal is
then fed into a quadrature mixer, which is shown schematically in Figure 4.12.

The quadrature mixer first splits the input signal into two equal-magnitude compo-
nents and mixes the real channel with a function cos wrt and the imaginary channel
with a function sin wirt. The output of each channel is low-pass-filtered to give the
signals sg(#) and sy(¢). As shown in Figure 4.11, these two signals are then amplified
and digitized using (usuvally) two separate A/D converters. The time-domain signals
sr(?) and s1(¢) are collectively referred to as the free induction decay (FID) because
they correspond to magnetization precessing freely, (not under the influence of an
RF pulse) which induces an exponentially decaying voltage in the RF coil. After the
signals are digitized and stored in the computer memory, they are displayed in the
frequency domain after complex Fourier transformation:

TZ* . (Tz*)z(l)
I+ (Gop T+ [T op

S(w) = f [sr(?) + jsi(t)] e /' dt o« My [ ] (4.34)
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FIGURE 4.11. A biock diagram of the receiver used in NMR and MRI systems. The demodulator
reduces the frequency of the signal from the Larmor frequency to an intermediate frequency,
typically 10.7 MHz. The quadrature mixer separates the real and the imaginary components of
the signal, demodulated to the “baseband” frequency. These components are bandpass-filtered,
amplified, and fed into two A/D converters.
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FIGURE 4.12. (Left) A circuit diagram for a demodulator which takes the signal s(t) at the Larmor
frequency and outputs a signal sqemod(t) at an intermediate frequency wi. (Right) A circuit for a
quadrature demodulator which outputs the real and the imaginary components of the signal at
baseband frequency.

The real part of the frequency-domains signal Sg(w) is a Lorentzian function with
a FWHM given by (x T>*)~!. The time-domain data and corresponding frequency-
domain spectrum are both displayed in Figure 4.13.

Of course, not all of the protons in the body are water. There is a substantial number
of protons in fat as well. The resonant frequencies of protons in fat are different
from those in water because the exact value of the magnetic field at the nucleus

] R(t) A
\ SR( ®
> — >
time 0]
complex FT
8 (t) A
S;(w)
_ > —>
/ time )

FIGURE 4.13. Complex Fourier transformation of the real and the imaginary time-domain sig-
nals gives the corresponding real and imaginary components of the frequency-domain NMR
spectrum.
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FIGURE 4.14. (Left) The real component of the time-domain signal corresponding to the proton
signals from water and fat. (Right) The real component of the NMR spectrum obtained by Fourier
transformation of the time-domain signal.

contains contributions from electrons orbiting around the nucleus. The electron spin
has an electronic magnetic moment which produces a small magnetic field. This field
is opposite in polarity to the main magnetic field By and so reduces the effective
magnetic field B, at the nucleus:

Bet = Bo(1 — o) (4.35)

where o is called the shielding constant, and is related to the electronic environment
surrounding the nucleus. Because fat (<CH,-) and water (H,O) have different electron
distributions around the protons, due in part to the different electronegativities of the
oxygen and carbon atoms, these protons resonate at slightly different frequencies. The
values of o for fatand waterare ~1.3 x 106 (commonly referred to as 1.3 ppm, where
ppm stands for parts per million) and 4.5 ppm, respectively. At 1.5 T the difference
in resonance frequencies between the protons in fat and water, Aw, is roughly 1257
rad s~!. Figure 4.14 shows the real component of the digitized time-domain signal
acquired from the whole body at 1.5 T and the corresponding real component of the
frequency-domain spectrum. Two peaks are apparent in the latter, one each from the
protons in water and fat, with a frequency difference of Aw. The FWHM “linewidths”
of each peak are inversely proportional to their respective values of T5*, as discussed
earlier.

4.3. MAGNETIC RESONANCE IMAGING

The NMR signal described so far is simply the sum of the individual signals from
each proton: there is nothing to distinguish between the signals from protons located
at different spatial locations. The development of MRI resulted from the realization
by Paul Lauterbur in 1973 that a magnetic field gradient, that is, a spatial variation
in the magnetic field across a sample, would result in a range of proton resonant
frequencies, each dependent upon the position of the particular proton within the
body. The creation of such a magnetic field gradient requires additional hardware,
namely “gradient coils,” described in Section 4.4.2. Three separate gradient coils are
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required to encode unambiguously the three spatial dimensions. Because only the
z component of the magnetic field interacts with the proton magnetic moments, it is
the spatial variation in the z component of the magnetic field that is important. Image
reconstruction is simplified considerably if the magnetic field gradients are linear over
the region to be imaged, that is,

dB, dB, B,
=0, — = G,, — =G 4.36
9z ¢ ax ay Y (4.36)

Because MRI uses almost exclusively horizontal superconducting magnets with
the geometry shown in Figure 4.1, it is important to note the change in coordinate
system used in MRI. These magnets produce a main magnetic field that is oriented in
a horizontal direction, and the direction of By is in the head-to-foot direction for the
patient lying in a horizontal magnet, as shown in Figure 4.15. In the vector model,
therefore, the z direction also lies along the head-to-foot axis. By convention, the
y axis corresponds to the vertical (spine-to-abdomen) direction and the x axis from
side-to-side (right-to-left).

The gradient coils are designed such that there is no additional contribution to the
magnetic field at the isocenter (z = 0, y = 0, x = 0) of the magnet, which means that
the magnetic field at this position is simply By. Figure 4.15 shows a plot of magnetic
field versus spatial position for a gradient applied along the z axis.

The magnetic field B, experienced by all nuclei with a common coordinate z is

B, = By + G, “4.37)
where G, has units of tesla (T) per meter or gauss (G) per centimeter, where 1T

is equivalent to 10,000 G. From the graph shown in Figure 4.15, at position z = 0,
B, = By; for all positions z > 0, B, > By; and for positions z < 0, B, < By. The

-Z 0 +z
Position

FIGURE 4.15. (Left) The coordinate system used in the description of all MRI sequences and
instrumentation. (Right) A linear magnetic field gradient applied in the z direction produces a
linear spatial dependence of the effective magnetic field B;.
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corresponding precessional frequencies w, of the protons as a function of their position
in z is given by

w, = yB, = y(By +2G;) (4.38)
In the rotating reference frame the precessional frequency is
w, =yzG, (4.39)

Analogous expressions can be obtained for the spatial dependence of the resonant
frequencies in the presence of the x and y gradients.

The process of image formation can be broken down into three components: slice
selection, phase-encoding, and frequency-encoding, covered in the following sections.

4.3.1. Slice Selection

Most clinical MRI studies acquire a series of slices through the anatomical area of
interest, each slice having a well-defined orientation and thickness. Slice selection
is accomplished using a frequency-selective RF pulse applied simultancously with
one of the magnetic field gradients, denoted here by Gjice- The choice of the slice-
select direction dictates the orientation—coronal, axial, or sagittal—of the image,
corresponding to slice selection in the y, the z, or the x directions, respectively, as
shown in Figure 4.16. If an oblique slice angle is required, then two of the gradients can

FIGURE 4.16. A schematic of slice selection in MRI. By using a frequency-selective pulse in
combination with the y, z, or x gradient, a coronal, axial, or sagittal slice, respectively, can be
chosen.
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FIGURE 4.17. (Left) The ideal pulse tips the magnetization precessing at a frequency between
ws — Aws and ws + Aws by 90°, leaving the magnetization outside this frequency range com-
pletely undisturbed. (Center) A typical shape of an RF pulse used for slice selection. (Right)
The relationship between the frequency bandwidth of the pulse, the strength of the slice-select
gradient, and the slice thickness of the image.

be applied, with appropriately weighted strengths, simultaneously with the frequency-
selective pulse.

If the selective RF pulse is applied at a frequency s with an excitation bandwidth
of + Aws, then protons precessing at frequencies between ws + Aw, and w; — Aws are
rotated into the transverse plane; those with resonant frequencies outside this range are
not affected and remain in the z direction. The thickness T of the slice corresponding
to protons that are affected by the RF pulse is determined by the combination of the
frequency bandwidth 2Aw; of the RF pulse and the value of the slice-select gradient:

T - 2Aw;

= 4.40)
Y Gslice

The slice thickness can therefore be increased either by decreasing the strength of
G gice Or increasing the frequency bandwidth of the excitation pulse. The ideat fre-
quency excitation profile of the RF pulse is a rectangular shape, shown in Figure 4.17,
where an equal tip angle is applied to all of the protons within the slice and zero tip
angle to protons outside the slice. Because the frequency response of an RF pulse can
be reasonably well approximated by its Fourier transform, a sinc-shaped RF pulse,
typically with a length of 1-5 ms, is often used to produce a square-shaped frequency
excitation profile. From the properties of the Fourier transform, a longer RF pulse
results in a narrower frequency spectrum, and therefore a thinner slice for a given
value of Ggjc.. By changing the center frequency w; of the RF pulse, the slice can
be moved to different parts of the patient. Many slices, each offset from one another,
can also be acquired, as outlined in Section 4.5.3.

Due to the fact that the RF pulse is relatively long, nuclei within the slice precess
around By during the RF pulse and accumulate different phases ¢ depending on their
position within the slice. If the direction of Gy is denoted by z, then

64 () = szzg 4.41)
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where t is the duration of the pulse and z is the proton position within the slice. In
order to overcome this undesired loss of phase coherence, a rephasing gradient of the
opposite polarity fo is applied for a time 7" Assuming that the gradient waveforms
are perfectly rectangular, complete refocusing occurs when

Gt = -G, (4.42)

ST

Mathematically, the signal from the precessing magnetization after slice selection can
be represented as

S f f plx,y)dx dy 4.43)
slice Jslice

where p(x, y) is the number of protons at positions (x, y) within the body, and is
called the proton density.

4.3.2. Phase-Encoding

Having selected a slice, the other two-dimensions must be encoded to produce a
two-dimensional image. One of these directions is encoded by imposing a spatially
dependent phase on the signal from the precessing protons, and the other by creating a
spatially dependent precessional frequency during signal acquisition. The difference
between the two encoding schemes is that the phase is encoded by a gradient turned
on and off before data acquisition begins, and a number (N,) of different values of
this phase-encoding gradient G ppas. must be used. In contrast, the frequency-encoding
gradient Geq is turned on during data acquisition. The basic imaging sequence is
shown schematically in Figure 4.18.

After the slice selection pulse, the phase-encoding gradient Gppas. is applied for
a period ;. and then switched off before data acquisition begins. If the direction of
Gohase is denoted by y, during 7, the protons precess at a frequency w, = yG,y.
The net effect of Gyhase is to introduce a spatially dependent phase shift ¢(G,, tp)
into the acquired signal, with a value given by

DGy, Tpe) = WyTpe = Y Gy YTpe (4.44)

The total signal from the excited slice, after the phase-encoding gradient has been
switched off, is given by

S(Gy, o) = f f p(x, y)e ¥ dx dy (4.45)
s slice

lice
4.3.3. Frequency-Encoding

The frequency-encoding, also called read, direction is encoded by the nuclei precess-
ing at different frequencies under the influence of a gradient Ggeq, which is applied
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FIGURE 4.18. A basic imaging sequence using phase- and frequency-encoding gradients. The
arrow indicates that the phase-encoding gradient strength is incremented Np, times to form a
two-dimensional dataset, which has size N. x Np.

during data acquisition. Assuming that Gyyq is applied in the x direction, and consid-
ering only the effect of this frequency-encoding gradient, the acquired signal is given
by

5(Gx, 1) / / p(x,y)e I*'dx dy =/ / p(x,y)e /¥ dx dy
slice /slice slice J slice
(4.46)

The combined effect of the phase-encoding and frequency-encoding gradients, there-
fore, gives a signal

5(Gy, Tpe, G, 1) / f p(x,y)e YOIV dy (4.47)
slice Jslice

The time between acquisition of successive data points in the frequency-encoding
dimension is referred to as the dwell time ¢4,,, which is the reciprocal of the acquisition
bandwidth.

4.3.4. The k-Space Formalism

A very useful model for understanding exactly how the acquired N; x N, data matrix
is transformed into the final image is the “k-space” formalism developed by Ljunggren.



180 MAGNETIC RESONANCE IMAGING

If two variables k, and k, are defined as

Y

Y
k, = —Gqt, k, = —
YT g

7 GyTpe (4.48)
with x and y being the frequency- and phase-encoding directions, respectively, then
equation (4.47) can be expressed in terms of these two variables:

S(ke, ky) o f f p(x,y)e Fe I dx dy (4.49)
slice Jslice

The N; x N, data matrix can be visualized as a two-dimensional data set in k-space.
Consider the N, data points collected when the maximum negative value of the phase-
encoding gradient G, is applied. From equation (4.48) the value of £, for all N, data
points corresponds to its maximum negative value. When the frequency-encoding
gradient is switched on, the first data point collected corresponds to a small positive
value of k,, the second data point to a slightly more positive value of k,, and so forth,
and so the N, data points correspond to one “line” in k-space, shown as line 1 in Fig-
ure 4.19. The second line in k-space corresponds to the next value of the phase-
encoding gradient, and so on. The spacing between the k-space points is dictated by

ky
A Ak,
>
+kymax — ..
I
—» kK,
line 3
line 2
-kymax —+— - - « - - lnel

FIGURE 4.19. The k-space coverage corresponding to the imaging sequence shown in Fig-
ure 4.18. Line 1 is acquired using the maximum negative value of the phase-encoding gradient.
Subsequent lines are acquired with the value of the phase-encoding gradient increasing in a
positive direction.
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the required FOV of the image. It is relatively simple to derive the respective equations
for the FOV in the x and the y directions:

FOV, = L = %
* Bks nytdw (4 50)
FOV, = -1 = _m .
YT Ak, T yAGytpe

From equation (4.49) and equation (A.6) in Appendix A, it can be seen that a two-
dimensional inverse Fourier transform of the k-space data S(k,, k,) gives an estimate
of p(x, y), that is, an image corresponding to the spatial variation in proton density.
This simple relationship between the image and the data acquired in k-space is a major
reason why the k-space representation of MRI data acquisition is particularly useful.

The data acquired using the sequence in Figure 4.18 cover k-space from the maxi-
mum negative value of k, to the maximum positive value, but in the k, direction only
data corresponding to positive values of k, are obtained. Effectively, therefore, only
one-half of k-space has been acquired. If full k-space coverage could be achieved,
then the SNR of the reconstructed image would be increased, as would the spatial
resolution, which is determined in the respective dimensions by the maximum values
of k, and k,. From equation (4.48) it is clear that negative values of k, must correspond
to negative values of G, (because ¢ cannot be negative). In practice, an echo, rather
than an FID signal, must be acquired. The sequence in Figure 4.18 can be adapted to
give such an echo-based sequence, shown in Figure 4.20, which covers k,-space
symmetrically with.respect to positive and negative values. A negative gradient

FIGURE 4.20. (Left) A gradient-echo imaging sequence with dephasing and rephasing
frequency-encoding gradients (the phase and slice selection gradients have been omitted for
clarity and are identical to those in Figure 4.18). The areas of the two shaded gradients are
equal, as expressed in equation (4.51). (Right) The “full” k-space coverage resuilting from data
acquisition using the sequence on the left, with an incremental phase-encoding gradient.
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Gaephase is applied for a time Tyephase before data acquisition, with values given by

T
q
Gdephasefdephase = TrephaseGrephase = ) Grephase 4.51)

4.4. INSTRUMENTATION

Three basic components make up the MRI scanner: the magnet, three magnetic field
gradient coils, and an RF coil. The magnet polarizes the protons in the patient, the
magnetic field gradient coils impose a linear variation on the proton Larmor frequency
as a function of position, and the RF coil produces the oscillating magnetic field
necessary for creating phase coherence between protons, and also receives the MRI
signal via Faraday induction. The physical arrangement of these three components
is shown in Figure 4.1. Each MRI system has a number of different-sized RF coils,
used according to the particular part of the body being imaged, which are placed on
or around the patient. The gradient coils are fixed permanently inside the bore of the
superconducting magnet.

In addition to these three elements there is a series of electronic components used
to turn the gradients on and off, to pulse the B; field, and to amplify and digitize
the signal. A simplified block diagram of a system is shown in Figure 4.21. Various
components are discussed further in the following sections.

FIGURE 4.21. A block diagram of the electronic and computer components making up an MRI
system.
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4.4.1. Magnet Design

The purpose of the magnet is to produce a strong, temporally stable, and homogeneous
magnetic field within the patient. A strong magnetic field increases the amplitude of
the MRI signal, a homogeneous magnetic field is required so that the tissue T value
is not too short and images are not distorted by By inhomogeneities, and high stability
is necessary to avoid introducing unwanted artifacts into the image. There are three
basic types of magnet: permanent, resistive, and superconducting.

For magnetic fields of approximately 0.35 T or less, either resistive or permanent
magnets can be used. Permanent magnet systems are usually constructed of rare earth
alloys such as cobalt-samarium. Their advantages include relatively low cost, ease
of siting due to very limited stray magnetic fields present outside the magnet, the
lack of a requirement for cooling the magnet, and a reduced susceptibility to patient
claustrophobia due to their open nature, as can be seen in Figure 4.22. Permanent
magnet systems are used widely for interventional MR, in which surgical procedures
are carried out in the magnet simultaneously with imaging. The disadvantages of
permanent magnets are the very large weight of such magnets and the fact that the
field homogeneity and temporal stability are highly temperature-dependent, meaning
that sophisticated thermal regulation must be used.

In resistive magnets, the magnetic field is created by the passage of a constant
current through a conductor such as copper. The strength of the magnetic field is
directly proportional to the magnitude of the current, and thus high currents are

FIGURE 4.22. (Top left) An open “C-arm” permanent magnet operating at 0.3 T. The magnet
has two pole pieces, one above and one below the patient bed, an arrangement that allows easy
access to the patient. (Top right) A clinical superconducting MRI magnet operating at a magnetic
field strength of 1.5 T. (Bottom) A schematic of the construction of a superconducting magnet.
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necessary to create high magnetic fields. However, the amount of power dissipated
in the wire is proportional to the resistance of the conductor and the square of the
current. Because the power is dissipated in the form of heat, cooling the conductors is
a major problem, and ultimately limits the maximum current, and therefore magnetic
field strength, that can be achieved with a resistive magnet. As with permanent mag-
nets, the field homogeneity and the temporal stability of resistive magnets are highly
temperature-dependent.

The solution to the problem of conductor heating is to minimize the resistance of
the conductor by using the phenomenon of superconductivity, in which the resistance
of many conductors becomes zero at very low temperatures. In order to create high
static magnetic fields, it is still necessary for the conductor to carry a large current
when it is superconducting, and this capability is only possessed by certain alloys,
particularly those made from niobium-titanium. Below a critical temperature (9 K)
and critical magnetic field (10 T), once current has been fed into such an alloy, this
current will run through the wire with constant magnitude essentially indefinitely.
Superconducting magnets are used for most systems above 0.35 T. The most common
field for clinical scanning is 1.5 T, although 3 T systems are becoming increasingly
common, particularly for brain scanning, and experimental systems operating at 7
and 8 T now exist for human study. Figure 4.21 shows a typical clinical 1.5 T scanner,
with a moveable bed used to position the patient at the center of the magnet.

The superconducting alloy is usually fashioned into multistranded filaments within
a conducting matrix because this arrangement can support a higher critical current
than a single, larger-diameter superconducting wire. This superconducting matrix is
housed in a stainless steel can containing liquid helium at a temperature of 4.2 K,
as shown in Figure 4.22. This can is surrounded by a series of radiation shields
and vacuum vessels to minimize the boil-off of the liquid helium. Finally, an outer
container of liquid nitrogen is used to cool the outside of the vacuum chamber and the
radiation shields. Because heat losses cannot be completely contained, liquid nitrogen
and liquid helium must be replenished on a regular basis.

The exact placement of the superconducting filaments within the magnet is de-
signed to give the maximum By homogeneity over the patient region. The basic design
consists of a number of solenoids of different diameters and separations, each wound
along the major axis of the magnet. Slight errors in positioning the wires can lead to
large variations in the field uniformity, and so additional coils of wire are added in
series with the main coil as “correction coils.” After the magnet has been energized by
passing current into the major filament windings, the current can be changed in these
correction coils to improve the homogeneity. Final fine tuning is performed by using
a series of independently wired coils, termed shim coils. The operator can adjust the
current in these coils for each clinical examination, and so the magnet homogeneity
can be optimized for individual patients.

4.4.2. Magnetic Field Gradient Coils

As described in Section 4.3, the basic principle of MRI requires the generation of
magnetic field gradients, in addition to the static magnetic field, so that the proton
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resonant frequencies within the patient are spatially dependent. Such gradients are
achieved using “magnetic field gradient coils,” a term usually shortened to simply
“gradient coils.” Three separate gradient coils are required to encode the x, y, and z
dimensions of the image. The requirements for gradient coil design are that the gra-
dients are linear over the region being imaged, that they are efficient in terms of
producing high gradient strengths per unit current, and that they have fast switching
times for use in rapid imaging techniques.

As in the case of magnet design, a magnetic field gradient is produced by the
passage of current through conducting wires. Unlike the design of the magnet, how-
ever, the geometry of the conductors for the three gradient coils must be optimized
to produce a linear gradient, rather than a uniform field. The value of the gradient
is relatively small compared to the strength of the main magnetic field, with typical
values of 4 G/cm for clinical scanners. Copper at room temperature can therefore
be used as the conductor, with chilled-water cooling being sufficient to remove the
heat generated by the current. Because the gradient coils fit directly inside the bore
of the cylindrical magnet, the geometrical design is usually cylindrical. The simplest
configuration for the coil producing a gradient in the z direction is a “Maxwell pair,”
shown in Figure 4.23, which consists of two separate loops consisting of multiple
turns of wire. The two loops are wound in opposite directions around a cylindrical
former, and the loops are spaced by a separation of +/3 times the radius of the loop.
The magnetic field produced by this gradient coil is zero at the center of the coil,
and is linearly dependent upon position in the z direction over about one-third of the

FIGURE 4.23. The basic design of magnetic field gradient coils used for MRI. The arrows indicate
the direction of current flow. (Left) A z-gradient coil, (center) a y-gradient coil, and (right) an
x-gradient coil. Each coil consists of multiple tums of wire, which for clarity are only shown for
the z-gradient coil. The useable region of the magnet effectively corresponds to the volume over
which the gradients are linear.
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separation of the two loops. The gradient strength is proportional to the square of the
number of turns.

The x- and y-gradient coils are completely independent from the z-gradient coils,
and each gradient coil is connected to a separate gradient amplifier, as shown in
Figure 4.20. From symmetry considerations the same basic design can be used for
coils producing gradients in the x and y directions with the geometries simply rotated
by 90°. The most common configuration is the “saddle coil” arrangement, with four
arcs, as shown in Figure 4.23. Each arc subtends an angle of 120°, the separation
between the arcs along the z axis is 0.8 times the radius of the gradient coil, and the
length of each arc is 2.57 times the radius.

A second design criterion is that the current in the gradient coils should be switched
on and off in the shortest possible time. This reduces the time which must be al-
lowed for gradient stabilization in imaging sequences. This criterion is achieved by
minimizing the inductance of the gradient coils. A related issue is achieving high
efficiency, that is, a high gradient per unit current, which corresponds to minimizing
the resistance of the gradient coils. When the gradients are switched rapidly, they
induce eddy currents in nearby conducting surfaces such as the radiation shield in
the magnet. These currents, in turn, produce additional unwanted gradients, which
may decay only very slowly, even after the original gradients have been switched
off. All gradient coils in commercial MRI systems are now “actively shielded” to
reduce the effects of eddy currents. Active shielding uses a second set of coils placed
outside the main gradient coils, the effect of which is to minimize the stray gradient
fields.

4.4.3. Radiofrequency Coils

As described previously, in order to produce an MRI signal, magnetic energy must
be supplied to the protons at the Larmor frequency in order to stimulate transitions
between the parallel and the antiparallel nuclear energy levels, thus creating pre-
cessing transverse magnetization. The particular piece of hardware that delivers this
energy is called an RF coil, which is usually placed directly around, or next to,
the tissue to be imaged. The same RF coil is also usually used to detect the NMR
signal via Faraday induction, as outlined in Section 4.2.3. The power needed to gen-
erate the RF pulses for clinical systems can be many kilowatts, and the receiver is
designed to detect signals only on the order of 1-10 V. Therefore, it is important
that during signal transmission there is no possibility of signal “leaking” through
to the receiver and damaging the electronics. A transmit/receive switch and active
receiver blanking, both shown in Figure 4.21, are used to ensure that this leakage is
minimized.

Superficially, the RF coil could be thought of as performing in a similar way
to a conventional radio antenna, but there are several important differences in its
function and design. An antenna is designed to radiate a large fraction of its input
power into the far field. An RF coil, on the other hand, should be designed to store
as much of its magnetic energy as possible in the near-field region, that is, within the
patient. The most efficient coil design is based on resonant electric circuits, in which
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FIGURE 4.24. Three RF coils used for magnetic resonance imaging. (Left) a birdcage coil used
for brain imaging, (center) a surface coil used for imaging close to the surface of the body, {right)
a phased array used for spine imaging.

there is a resonant frequency w, at which the magnetic energy stored in the coil is a
maximum.
In terms of the electrical properties of the coil, this frequency is given by

O = 4.52)

where L is the inductance of the RF coil. The value of C represents both the intrinsic
capacitance of the coil and also the capacitance that is added, in the form of discrete
capacitors, to the circuit for tuning the resonance to «y, and also matching the input
impedance to 50 Q for maximum operational efficiency. A well-designed coil effi-
ciently converts power from a frequency source and RF amplifier into an oscillating
magnetic field, thereby minimizing the power deposited in the patient. It also detects
the precessing nuclear magnetization efficiently, resulting in a high image SNR.

Examples of RF coil geometries for imaging different body parts are shown in
Figure 4.24. The “birdcage” coil, shown on the left, is a *“volume coil” designed to
give a spatially uniform magnetic field over the entire volume of the coil. Itis typically
used for brain, abdominal, and knee studies. The circular loop coil, shown in the center,
isa “surface” coil, used to image objects at the surface of the body with high sensitivity.
The third type of coil, shown on the right, is a “phased array,” which consists of a
series of surface coils. These coils are typically used to image large structures such as
the spine. A phased array maintains the high sensitivity of a small coil, but, by using
a large number of coils, the FOV can be made much larger than for a single coil. A
phased array needs a system with multiple receiver channels, one for each coil.

The design of volume coils aims to produce a spatially uniform B, field across,
for example, the entire volume of the head. From electromagnetic theory, a perfectly
homogeneous B, field transverse to the cylindrical axis can be generated in an in-
finitely long cylinder by surface currents running parallel to the axis of the cylinder.
The required current density is proportional to the sine of the azimuthal angle ¢, as
shown in Figure 4.25. A practical realization of this theoretical result is the “birdcage
coil,” shown schematically in Figure 4.25, which uses a large number of parallel
conductors, typically between 16 and 32.

Many clinical studies only need to look at tissues close to the surface of the
body. In this case, the best RF coil design is a surface coil. The simplest design is
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FIGURE 4.25. (Left) The ideal current density needed to produce a spatially uniform B, field
across a sample placed in the cylindncal coil. (Right) A practical realization of the theoretical
model is the birdcage design with multiple parallel conductors.

basically a loop of wire, with additional capacitance added to resonate the coil at the
required frequency. This coil has very high efficiency close to the coil, but suffers
from extremely poor B; homogeneity due to its geometry, as shown in Figure 4.26.
The normal mode of operation is that the RF pulses are applied by a large volume
coil surrounding the patient, and the signal is received from the surface coil. Crossed

FIGURE 4.26. (Left) A plot of the magnitude of the B field versus distance from the coil for a
surface coil. Very high signal can be obtained close to the coil, but the signal from tissues deep
in the patient is very low. (Right) An image obtained using a surface coil placed close to the back
of the head.
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diodes are included in the coil networks to decouple the two coils during signal
transmission and reception.

4.5. IMAGING SEQUENCES

There are a number of imaging sequences used for different clinical applications. All
of these sequences are based on either spin-echo or gradient-echo data acquisition.
First, the pulse and gradient waveforms for a spin-echo sequence are analyzed.

4.5.1. Spin-Echo Imaging Sequences

The spin-echo imaging sequence, shown in Figure 4.27, can be considered as an imag-
ing version of the spin-echo spectroscopic sequence used to measure tissue 15 values.
Compared to gradient-echo-based sequences, such as the one shown in Figure 4.18,
the spin-echo method has the advantage of refocusing T2+ effects, so that the magni-
tude of the signal detected is governed by the 75, rather than the T3, value of tissue.

Two RF pulses are used: the first 90° pulse creates components of precessing
transverse magnetization, and the 180° pulse refocuses the effects of T2+ relaxation.
The 90° pulse is applied simultaneously with G to select the desired slice, and the
180° pulse is also a frequency-selective pulse applied simultaneously with Gjce S0
that multislice imaging, covered in Section 4.5.3, can be performed. Phase-encoding
is carried out exactly as described previously, with the number of incremental steps
defining the spatial resolution in this dimension. The time between successive phase-
encoding increments is termed TR, and can be set by the operator.
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FIGURE 4.27. The basic spin-echo imaging sequence. The values of the echo time (TE) and
the repetition time (TR) between successive increments of the phase-encoding gradient can be
adjusted to maximize tissue contrast.
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Instead of applying a negative dephasing gradient followed by a positive rephasing
gradient, as for the gradient-echo sequence in Figure 4.20, the dephasing gradient in
a spin-echo sequence is usually applied between the 90° and 180° pulses with a
positive polarity. As in the spectroscopic sequence used to measure T3, the 180° pulse
reverses the phase accumulated by the protons from, in this case, the two positive-
polarity gradients.

There are time periods in the imaging sequence when no gradients or pulses are
applied. These delays are introduced to give certain values to the TR and TE in order
to introduce corresponding T- and T,-contrast weighting into the image, as discussed
in the next section.

4.5.2. T,- and T,-Weighted Imaging Sequences

The intensity of an axial image acquired using a spin-echo sequence is given by
1(x,y) x p(x,y) (1 — e TRT) " TE/T: 4.53)

where I(x, y) is the pixel intensity at each point (x, y) and p(x, y) is the “proton
density,” the number of protons at each point (x, y). The term 1 — exp(—TR/T})
determines the “T;-weighting” of the sequence, that is, the extent to which the image
intensity is governed by the different T; values of the tissues. The value of TR can be
set by the operator from the imaging console, and this value is chosen to give the best
CNR between, for example, tumor and healthy tissue. If the value of TR is set to a value
much greater than the T; of any of the tissues, then the image has no T|-weighting
because the term 1 — exp(—TR/ T}) is very close to unity for all tissues. If the value of
TR is set closer to the tissue 7 values, then the image becomes more T;-weighted. The
concept of 71-weighting is shown in Figure 4.28, using values of T} from Table 4.2 for
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FIGURE 4.28. The effect of data acquisition parameters on the relative signal intensities from
cerebrospinal fluid (CSF), white matter, and gray matter in the brain. (Left) The relationship be-
tween signal intensity and TR, showing increased Ti-weighting at shorter TR values. As TR
becomes very long, the difference in the relative signals becomes smaller. (Right) A graph show-
ing the corresponding relationship between signal intensity and TE. The highest T,-weighting
occurs at long values of TE, but the image intensities are low.
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cerebrospinal fluid (CSF), white matter, and gray matter. There is clearly an optimal
value of TR that maximizes the contrast between CSF and gray matter, and a different
optimal value that maximizes the contrast between white and gray matter. As the
value of TR becomes smaller, the image SNR decreases. However, the total imaging
time is given by N,,- TR, and so reducing the value of TR also decreases the imaging
time. There is clearly a tradeoff between the total imaging time and image SNR. Most
clinical protocols use acquisition parameters that minimize the imaging time, while
maintaining sufficient SNR for accurate diagnosis.

The same types of considerations apply to the term exp(—TE/T3) in equation
(4.53), which determines the degree of “T,-weighting” in the sequence. If the value
of TE is set to be much shorter than the tissue T, values, then no T, contrast is present
in the image. If the value of TE is too long, then the contrast is high, but the SNR of
the image is low. The optimum value of TE results in the highest image CNR.

Images can also be acquired with mixed T;- and T,-weighting, or with “proton-
density weighting.” This last case corresponds to using a TR value much longer than
the tissue 77 and a TE value much smaller than the tissue 7,. The contrast in the
image then corresponds mainly to differences in the number of protons in each pixel.
Figure 4.29 shows a series of brain images with different contrast weightings.

One obvious question is: Which physical properties of tissue dictate the values
of the T; and T, relaxation times, that is, why are both the Ty and T, values of CSF
much longer than those of brain tissue? The mechanism of T; relaxation involves the
protons losing their excess energy via interactions with oscillating magnetic fields,

FIGURE 4.29. Axial images of the brain acquired at 1.5 T. (Top left) A short value of TR (300 ms}
gives high T,-weighting. (Top nght) Increasing the TR value to 800 ms reduces the T,-weighting.
(Bottom left) A T,-weighted image acquired using a TE of 34 ms. (Bottom right} An image with
increased T,-weighting using a TE of 102 ms.
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which are produced by the magnetic moments of nuclei in surrounding molecules as
they execute random Brownian motion. These randomly fluctuating magnetic fields
contain components at many different frequencies. The component at the Larmor
frequency can stimulate transitions between the upper and the lower energy states of
the protons, and thereby cause the M, component of magnetization to return to its
equilibrium value of M. Slowly moving molecules in a highly viscous, low-mobility
environment exhibit only low motional frequencies, producing magnetic fields which
fluctuate at low frequencies, and so their contribution to T relaxation occurs at low
magnetic field strengths. In contrast, rapidly moving molecules in mobile liquids
produce fluctuating magnetic fields over a much larger frequency range. Figure 4.30
plots the spectral density J(w) of the magnetic field fluctuations versus frequency,
where the value of J(w) is defined as

J(w) (4.54)

(4
1+ o?7?

The term 7. is the correlation time of the molecule, and is defined as the time taken by a
molecule to diffuse a distance equal to its diameter. J(w) can effectively be considered
as a measure of the number of nuclei in the surrounding lattice that produce magnetic
fields with components oscillating at a frequency w. The greater the number of nuclei,
the larger is the value of J(w) and the more effective is the T; relaxation.

As an example, consider proton relaxation in three different types of tissue with
high, intermediate, and low viscosity, as shown in Figure 4.30. These tissues might
correspond, for example, to collagen, gray matter in the brain, and CSF, respectively.
At low magnetic fields, for example, 0.15 T, protons in the most viscous tissue have
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FIGURE 4.30. A plot of spectral density J(w) versus frequency and the corresponding magnetic
field strength for tissues with three different viscosities.
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the highest value of J(w), T; relaxation is the most efficient, and the value of Tj is the
shortest of all the tissues. The protons in the least viscous tissue have the lowest value
of J(w) at this field strength, and therefore the longest T; relaxation time. As can
be inferred from Figure 4.30, the relative values of 7} of the tissues depend strongly
upon the magnetic field strength. For example, at 4.7 T the protons in the least viscous
tissue have the shortest 7} value.

Figure 4.30 also shows that the highest contrast between tissues with different
viscosities occurs at low magnetic field strengths, and that at very high magnetic
fields all tissues have essentially the same value of T. There is, therefore, a tradeoff
between image contrast and SNR with respect to the strength of the magnet used.
Although low magnetic fields give good contrast, the image SNR is also low, as
shown by equations (4.20) and (4.23).

Many of the mechanisms that cause T; relaxation also give rise to T, relaxation.
However, there is also an extra contribution that only causes T, relaxation. This
mechanism is caused by local magnetic field fluctuations that occur at near-zero
frequencies. The net result of this additional mechanism is that the value of 7, can
never be as long as that of T}, and the value of 7, only approaches T} in very mobile
liquids where the contribution of this low-frequency component is smallest. Referring
to Figure 4.30, at a magnetic field strength of 0.6 T the T, values of the tissues with
high and intermediate viscosities are the same, but the T, value of the viscous material
is lower, that is, relaxation is faster and more efficient, due to the greater number of
molecules with low-frequency components.

4.5.3. Muittislice Imaging

Unlike most other imaging modalities, MRI can acquire multiple slices in essentially
the same data acquisition time as for a single slice. The acquisition of multiple slices
is advantageous because it allows a larger volume of tissue to be investigated. In a
single-slice sequence, the protons in the selected slice undergo 7; relaxation during
the time TR—TE. In multislice imaging, this time can be used to acquire images from
adjacent slices, as shown in Figure 4.31. The position of the slice can be moved simply
by changing the center frequency of the RF pulses. As can be seen from Figure 4.31,
the maximum number of slices is limited by the ratio of TR/TE. In practice, the
order in which the slices are acquired is odd-numbered followed by even-numbered.
The reason is that the nonideal frequency profile of the RF pulses results in partial
excitation of the slices either side of the selected slice. By waiting to acquire these
adjacent slices, the magnetization within these slices has time to return to its full
equilibrium value.

4.5.4. Rapid Gradient-Echo Sequences and
Three-Dimensional Imaging

Spin-echo sequences generally result in images with a high CNR and SNR, but
typically take many minutes to acquire. For example, an image with a matrix size
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slice 1 slice 2 slice 3 slice 4

FIGURE 4.31. (Top) A spin-echo multislice imaging sequence. The slices are acquired from
different positions by adjusting the frequency offset w,, of the RF puises. Only the RF waveforms
are shown; the slice, phase phase-, and frequency-encoding gradient waveforms are identical
to those in Figure 4.27. In this example, four slices can be acquired in each TR interval. (Bottom)
Four sagittal slices acquired using the multislice sequence.

of 256 x 256, using a TR of 2 s, requires over 8 min to acquire. There are many
applications which require much faster imaging times. One example is abdominal
imaging, in which the image should ideally be acquired within a single breath-hold to
avoid motion artifacts. This corresponds to a total imaging time between 5 and 25 s,
depending upon the health of the patient. The major time constraint in spin-echo
imaging is the long TR delay necessary for 7} relaxation. As described previously,
gradient-echo sequences have no 180° refocusing pulse, and this allows shorter TE
and TR values to be used. However, signal decay during the TE interval is determined
by the T} value of tissue, which is typically of the order of 1-10 ms, and therefore
the value of TE should generally be kept as short as possible. In order to image
rapidly, the tip angle  of the RF pulse is reduced to a value considerably smaller
than 90°. There are many variations on the basic gradient-echo sequence. Common
examples include fast low-angle shot (FLASH), fast imaging with steady precession
(FISP), gradient-refocused acquisition in the steady state (GRASS), and steady-state
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free precession (SSFP). In the FLASH sequence, which is essentially that shown in
Figure 4.20, the signal intensity is given by

p(x,y) (1 - e—TR/Tn) e TE/T,"

1 —e ™R/Ticos

I(x,y) x (4.55)

For a given value of TR, the value of a that maximizes the SNR is referred to as the
Ernst angle, with a value given by

Qs = cos ' e TR/Th (4.56)

So for a TR time equal to the tissue 7 value, the tip angle should be set to 68°. In
order to image faster, the TR must be made much shorter than the 7; value, and «
becomes correspondingly smaller. For example, if TR is reduced to 0.0577, then the
optimum value of « is only 8°. Using these parameters, images can be acquired in a
few seconds with acceptable SNR, contrast, and spatial resolution.

Rapid gradient-echo imaging also makes it possible to acquire true three-
dimensional images within time scales commensurate with clinical practice. Ap-
plications of three-dimensional imaging include producing full anatomical maps of
structures such as the knee as an aid to surgical procedures. Three-dimensional
imaging uses a conventional frequency-encoding gradient, but two incremental
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FIGURE 4.32. A three-dimensional gradient-echo imaging sequence, with two phase-encoding
gradients. The RF pulses are not frequency-selective, and so are relatively short in duration
compared to those used for slice-selective imaging.
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phase-encoding gradients, as shown in Figure 4.32. Image reconstruction uses a
three-dimensional inverse Fourier transform:

X 0 x

px,y,2) = f f f S (s, ky, k;) et/ sty bk g g dk, (4.57)
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4.5.5. Echo-Planar Imaging

Despite the very rapid image acquisition times possible using the gradient-echo se-
quences described in the previous section, there is a growing need for even faster
imaging sequences. There are a number of clinical applications that require subsecond
imaging capability. Examples include many forms of cardiac studies, imaging the dy-
namic distribution of contrast agents injected into the blood stream, and diffusion-
and perfusion-weighted imaging of the brain. In the area of functional MRI, covered
in Section 4.11, an entire multislice dataset of the brain has to be acquired within a
few seconds.

The fastest type of imaging sequence uses a single RF pulse to excite the protons
in the chosen slice, followed by full k-space sampling in a single echo train. These
types of sequences are termed “single-shot” because only a single excitation of the
spin system is used to acquire the entire image. The most common sequence is called
“echo-planar” imaging (EPI). With recent improvements in commercial hardware,
clinical scanners are able to obtain single-shot EPI scans in less than 100 ms. The
simplest version of the EPI sequence is shown in Figure 4.33, together with the
corresponding k-space trajectory.

The EPI sequence can introduce an unacceptable level of image blurring, due to
the broad point spread function (PSF), which arises from T relaxation during the
sequence. In order to overcome this effect while maintaining high imaging speed,
the EPI sequence is often run in “segmented mode.” Segmented EPI involves ac-
quiring, for example, only every fourth data point in k-space and then repeating the
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FIGURE 4.33. (Left) One form of an EPI imaging sequence used for very rapid data acquisition.
(Right) The corresponding k-space trajectory.
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sequence four times to acquire the full k-space matrix. In this way, the T'; relaxation
during each of the four, interleaved acquisitions is much less than in the single-shot
implementation, and the image blurring effect is reduced considerably. There is a
large number of other fast imaging sequences, details of which can be found in the
specialized books listed in Further Reading at the end of this chapter.

4.5.6. Spiral Imaging

The majority of imaging sequences sample k-space as arectangular grid with equidis-
tant k-space sampling in each of the two directions k, and k,. By acquiring data in
this fashion, high and low spatial frequencies are sampled equally, and image recon-
struction consists of a simple two-dimensional inverse Fourier transform. There are,
however, advantages in acquiring data using nonrectangular k-space trajectories, the
most common form of which is “spiral imaging.” The pulse sequence and the k-space
trajectory for this type of imaging are shown in Figure 4.34.

There are two basic advantages of the particular k-space trajectory traversed in
spiral scanning. The first is that the low spatial frequencies are sampled more densely
because the spiral is tightest close to the origin of the k-space axes. This results in a
higherimage SNR and also an inherent degree of compensation for patient motion. The
second advantage is that the gradient “slew rate,” that is, the rate at which the gradient
strength has to be changed, is much lower for spiral scanning than for sequences such
as echo-planar imaging. This can be appreciated by considering the smooth gradient
patterns shown on the left of Figure 4.34. The first step in image reconstruction
involves interpolation of the spiral k-space matrix onto a rectangular grid. After this
regridding process, a two-dimensional inverse Fourier transform is applied to give the
image. As for EPI and other fast imaging techniques, spiral scanning is most often used
in segmented mode, with typically four to eight spirals being used to cover k-space.
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FIGURE 4.34. (Left) The basic sequence for single-shot spiral imaging. (Right) The k-space tra-
Jjectory corresponding to the imaging sequence. Because k-space is not sampled equidistantly,
data interpolation onto a rectangular gnid must be performed prior to two-dimensional inverse
Founer transformation to form the image.



198  MAGNETIC RESONANCE IMAGING
4.6. IMAGE CHARACTERISTICS

As for all the imaging modalities covered in this book, there are tradeoffs among
the three basic measures of image quality: the SNR, spatial resolution, and the CNR.
The factors which affect each of these parameters are summarized in the following
sections.

4.6.1. Signal-to-Noise Ratio
Several factors which affect the image SNR have already been covered.

1. The higher the value of By, the greater is the nuclear polarization, equation
(4.20), and the higher is the SNR; also the larger is the voltage induced in the coil by
the precessing magnetization, equation (4.23), and the higher is the SNR. However, the
higher the value of By, the larger is the value of T, and the smaller is the steady-state
magnetization for a given value of TR.

2. The dependence of the image SNR on tissue relaxation times and the values of
the sequence TE and TR is covered by equations (4.53) and (4.55) for spin-echo and
gradient-echo sequences, respectively.

3. In terms of the hardware used to acquire and record the MRI signal, the SNR
is proportional also to the sensitivity of the receiving RF coil, which is defined as
the B, field produced per unit current passed through the coil. The noise contribution
from the RF coil arises from random voltage fluctuations in the copper conductor.
There is also a noise contribution from the patient because humans are conducting!
The overall noise voltage Vpoise is given by

Vaoise = \/4kT(Rcoil + Rpatienl)Af (4.58)

where R is the coil resistance, Rpaient 18 the effective resistance of the patient,
T the absolute temperature in degrees kelvin, and Af is the bandwidth of the re-
ceived signal. For almost all coil designs at clinical field strengths, Rpagen is the
dominant source of noise. The value of Rpaient increases with magnetic field. The
overall dependence of SNR on magnetic field strength is generally between the 3/2
and 7/4 power.

4. A number of images, acquired using identical parameters, can be coadded to
increase the SNR. Because the MRI signal is coherent, but the noise is incoherent, the
SNR increases as the square root of the number of signal averages (Section 5.3.2).

5. For a given FOV, if the number of phase encoding steps N, is doubled, then the
image SNR is reduced by a factor of two. The total imaging time is doubled, and the
digital resolution in this dimension is improved by a factor of two.

6. If the number of points N,, acquired in the frequency-encoding direction is
doubled for a given FOV, the noise increases by a factor of two.

7. If the dwell time 4, between points in the frequency dimension is doubled,
then the bandwidth of the image is halved, and the strength of the frequency encoding
gradient is also halved to keep a constant FOV in the spatial domain. The reduction
in the bandwidth results in an increase in SNR by a factor of two. The disadvantage
of the increased value of ¢;,, is that the minimum value of TE is increased.
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8. An increase in the slice thickness gives a proportional increase in the image
SNR.

4.6.2. Spatial Resolution

The image PSF depends on the particular sequence used to acquire the data, and is
generally different in all three spatial dimensions. In the slice-select direction, the
PSF is simply related to the frequency response of the slice-selective RF pulse. In
the frequency- and phase-encoding directions, three factors affect the PSF: digital
resolution, data truncation, and relaxation while the data are being acquired.

1. The digital resolution is determined simply by dividing the FOV of the image in
each dimension by the corresponding number of data points acquired. In terms
of k-space coverage, the further out in k-space that data are acquired, the higher
is the spatial resolution.

2. Because only a finite number of frequency- and phase-encoding data points is
taken, the data are effectively truncated, and the corresponding PSF is a sinc
function. The width of the sinc function in each dimension is inversely pro-
portional to the number of frequency-encoded data points and phase-encoding
steps acquired, respectively.

3. The final factor is related to the degree of T'; relaxation during data acquisition.
This exponential decay corresponds to a Lorentzian PSF in the spatial domain,
with a FWHM given by

1
PSFLorentz = m (459)

4.6.3. Contrast-to-Noise Ratio

Image contrast between tissues is primarily affected by the difference in relaxation
times and the proton density and the values of the TR and TE parameters used in the
imaging sequence. As seen in Section 4.5.2, the intrinsic T} contrast between tissues
is greater at lower values of the main magnetic field By. The dependence of T, of
different tissues on magnetic field is more complicated, being highly tissue specific,
and no general rule applies as to whether T contrast between tissues is increased
or decreased as a function of magnetic field. Because the CNR between two tissues
depends on the respective values of tissue SNR, the CNR is governed by the same
factors as are outlined in Section 4.6.1.

4.7. MRI CONTRAST AGENTS

In many clinical diagnoses, there is a sufficiently high CNR on the appropriately
Ti-, T>-, or proton density-weighted image in order to distinguish pathological from
healthy tissue. However, in certain situations, such as the detection of very small
lesions, where the signal from the lesion is effectively averaged with that of healthy
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tissue within the slice, the CNR can be low. In this case, MRI contrast agents can
be used to increase the CNR between healthy and diseased tissue. There are two
basic classes of MRI contrast agent: paramagnetic agents and superparamagnetic,
also called ferromagnetic, agents. Paramagnetic agents primarily shorten the T; of
the tissue in which they accumulate. Rapid T;-weighted sequences are used in order to
minimize the total imaging time, with tissue in which the agent accumulates appearing
bright on the image. Superparamagnetic agents accumulate primarily in healthy rather
than pathological tissue, and shorten the 7, and T3 values of the tissue. Therefore, a
tumor, for example, can be detected as an area of high signal intensity using a 7>- or
T3-weighted sequence.

4.7.1. Paramagnetic Agents

Paramagnetic contrast agents are based on metal ions, such as gadolinium, manganese,
or europium, that have a large number of unpaired electrons. Because the magnetic
moment of an electron is approximately 660 times as large as that of a proton, these
unpaired electrons result in the metal ion having a very large magnetic moment. Most
clinical paramagnetic contrast agents contain the Gd** ion because this has seven
unpaired electrons, the maximum number possible. Because the metal ion itself is
toxic, it must be contained within a “chemical cage,” or chelate, which has a very strong
binding constant. The most commonly used clinical paramagnetic contrast agent is
gadolinium diethylenetriaminepentaacetic acid (Gd-DTPA; trade name Magnevist),
the structure of which is shown in Figure 4.35.

Signal is not detected directly from the contrast agent per se, but rather the biodis-
tribution of the agent is visualized as a result of its effect on the relaxation times of

FIGURE 4.35. (Left) The chemical structure and mode of operation of Gd-DTPA. Water
molecules that diffuse close to the contrast agent, but do not bind to it, have a relatively small
reduction in their Ty value (outer-sphere relaxation). Water molecules that occupy the one free
binding site are relaxed very efficiently (inner-sphere relaxation), and have a large reduction in
their Ty value. (Right) A brain scan taken after administration of Gd-DTPA showing enhancement
of a tumor.
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neighboring water molecules. The interactions between the unpaired electrons of the
metal ion and the water molecules cause the proton 77 and T, relaxation times to be
shortened, the effect being quantified by the relaxivity of the agent:

+ o, C (4.60)

1
Tvce T
where T ¢ is the T} of water containing a concentration C of the contrast agent, T; ¢
is the corresponding value without contrast agent, and «a; is the T; relaxivity of the
contrast agent. For Gd-DTPA the value of «; is approximately S mM~! s~1.

There are two mechanisms which result in enhanced relaxation efficiency. These
are termed “inner-sphere” and “outer-sphere” relaxation. Figure 4.35 shows that the
metal ionin Gd-DTPA has one binding site that is not occupied by the chelate. A water
molecule can temporarily bind at this position, and will be relaxed very efficiently
due to its proximity to the unpaired electrons on the metal ion. This process is called
inner-sphere relaxation. On the time scale of the imaging sequence, many thousands
of water molecules are bound, relaxed, and released via this chemical coordination.
Water molecules that diffuse close to the agent, but are not bound, undergo a process
called outer-sphere relaxation, which is not as efficient as inner-sphere relaxation, but
still results in shortened relaxation times.

Typical doses of Gd-DTPA administered to patients are 10 ml! at a concentra-
tion of 0.5 M, which results in a concentration in the body of ~0.1 mmol/kg.
At this concentration, the shortening of the water 7; relaxation time is much
greater than that of the 7, value. The DTPA chelate is ionic and highly hy-
drophilic and does not bind to the proteins in blood, ensuring very rapid distribu-
tion throughout the bloodstream and fast clearance through the kidneys. There are
a number of other gadolinium chelates, with very similar chemical structures, but
which are nonionic in nature, including Gd-1,4,7,10-tetraazacyclododecane-1,4,7,10-
tetraacetic acid (Gd-DOTA; trade name Dotarem), Gd-DTPA-bis(methylamide)
(Gd-DTPA-BMA; trade name Omniscan), and (+)-10-(2-hydroxypropyl)-1,4,7,10-
tetraazacyclodecane-1,4,7-triacetatogadolinium[III] (Gd-HP-DO3A; tradename Pro-
hance).

Gd-DTPA is most often used in the diagnosis of brain disorders, such as the
presence of gliomas, meningiomas, and various other types of tumors, as described
further in Section 4.12.1. Disruption of the blood brain barrier allows the agent to
enter into the brain and 7;-weighted images show the tumor as an area of increased
brightness, as seen on the right of Figure 4.35. Gd-DTPA is also used in magnetic
resonance angiography, covered in Section 4.8, where it is used to reduce the T; value
of the blood.

4.7.2. Superparamagnetic Agents

Superparamagnetic MRI contrast agents consist of small magnetic particles contain-
ing iron. If these particles are very small, 30 nm or less in diameter, then they pos-
sess extremely high magnetic moments, which arise from the cooperative alignment
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of the electron spins within the particle. These contrast agents work by causing
inhomogeneities in the local magnetic field. Water molecules diffusing through these
local gradients undergo fast T, and T’ relaxation via an outer-sphere mechanism.
Superparamagnetic particles are therefore negative contrast agents, causing a reduc-
tion in signal intensity in the tissues in which they accumulate on 7;-weighted
gradient-echo or T,-weighted spin-echo sequences. These particles usually consist
of a crystalline core comprising a mixture of Fe;O3 and Fe;0y4, coated in a poly-
mer matrix such as dextran, and are referred to as superparamagnetic iron oxides
(SPIOs).

In the body, small particles are taken up primarily by Kuppfer cells in the liver,
but also accumulate in the lymph nodes, spleen, and bone marrow. The particles only
enter the healthy Kuppfer cells in the liver and do not accumulate in tumors or other
pathological tissue. Therefore, these particles reduce the signal intensity from the
healthy tissue, with the tumor intensity remaining unaffected as a relatively bright
area.

4.8. MAGNETIC RESONANCE ANGIOGRAPHY

Unlike X-ray angiographic techniques, magnetic resonance angiography (MRA) does
not require the use of a contrast agent, although Gd-DTPA is often used to increase the
signal difference between flowing blood and tissue. Due to the health risks of X-ray
contrast agents, the ability of MRA to visualize vessels without a contrast agent is a
major advantage, although very fine vessels are visualized more clearly using X-ray
techniques. There are two major techniques for obtaining MRAs: time-of-flight and
phase contrast angiography methods.

4.8.1. Time-of-Flight Methods

Time-of-flight (TOF) methods are based on the shortening of the effective T, T,
of blood as it flows into and through the imaging slice (or volume) during data
acquisition. The actual T} value of blood at 1.5 T is ~1.2 s, which is not dissimilar to
the value for many tissues. The reason for the effective shortening of the 7 of blood
is that, at each incremental value of phase-encoding gradient, protons in blood that
have not experienced the previous RF pulse enter the slice with full magnetization
(M, = My). For a given slice thickness Sy, and blood velocity v, the value of T is
given by

1 1
= b — (4.61)
Tiey T1  Sw

For example, if the slice thickness is 5 mm and a value of TR of 50 ms is used, blood
flowing at speeds greater than 10 cm/s will flow completely out of the slice in the
time between successive phase-encoding steps. The value of Ty is therefore zero.
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FIGURE 4.36. (Left) A schematic of blood flow perpendicular to the imaging slice. (Right) A
graph of signal intensity versus tip angle for tissue and blood flowing at two different rates with
a TR set to 50 ms. The T, value of blood is 1.2 s and that of tissue is 1 s. A short value of TE
is used so that the blood does not travel a substantial distance through the slice during the TE
interval. If a tip angle of 18° (the Emst angle for tissue at this TR) is used in the gradient-echo
sequence, relatively little difference in SNR is seen between tissue and blood. If the tip angle is
increased to 60°, then a large difference can be seen.

The simplest implementation of the TOF principle uses a rapid gradient-echo
sequence with a tip angle that is large compared to the Ernst angle for the tissue. This
means that the sequence is heavily T}-weighted, with the signal intensity from tissue
being very small, and that from flowing blood much larger, due to its shorter effective
T; value. Figure 4.36 shows the behavior of the signal intensities from flowing blood
and stationary tissue.

There are many other imaging sequences based on the TOF, or inflow, principle.
One such sequence excites the protons in a blood vessel at a particular position using
a large-volume RF coil. A specific time delay is inserted into the imaging sequence to
allow the blood to flow into the sensitive region of a surface coil, which is positioned
above the area where the angiogram is to be recorded. Because protons in the static
tissue below the surface coil have not experienced the RF pulse from the volume coil,
signal is only detected from protons in the blood.

Multislice or three-dimensional angiography is normally performed to obtain flow
images throughout a given volume of the brain, for example. The data are then pro-
cessed and displayed using a maximum intensity projection (MIP) algorithm, as
shown in Figure 4.37. For the observation of very small vessels, contrast agents such
as Gd-DTPA can be used in order to reduce further the effective 7; of blood and
increase the contrast between flowing spins and stationary tissue.

4.8.2. Phase-Contrast Methods

Phase-contrast (PC) angiographic techniques are based on inducing phase shifts in
the precessing magnetization of flowing blood by means of flow-sensitive “bipolar”
gradient pulses, as shown in Figure 4.38.
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FIGURE 4.37. A time-of-flight angiogram obtained from the brain. The image represents a maxi-
mum intensily projection of a three-dimensional dataset.

The effect of applying a bipolar gradient pulse pair is to introduce a velocity-
dependent phase into the signal. For the gradient waveform shown on the left of
Figure 4.38, this phase ¢ is given by

t/2 T

o= yGyx(t)dt + / y(—G,)x(t) dt (4.62)
=0 t=t/2

For stationary protons, x(¢) = x = const, and the value of ¢ is zero. However, for
protons in blood flowing at constant velocity v, in the x direction, the value of ¢ is

FIGURE 4.38. Inclusion of a bipolar gradient module (left) into a two-dimensional imaging se-
quence (right) can be used to produce phase contrast angiograms.
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given by
¢ = yv,7°G; (4.63)

Bipolar gradients can be inserted into a gradient-echo or spin-echo imaging sequence.
The phase of a single image cannot be used directly to measure the velocity. Instead,
a second image must be acquired, in which the polarity of the bipolar gradients are
reversed, that is, the negative waveform is applied first, followed by the positive one.
The phase of the precessing protons in static tissue remains the same in both images,
whereas the phase of protons in blood flowing at a constant velocity is reversed in
sign from that in equation (4.63). Subtraction of the phase images therefore gives a
net phase shift A¢ given by

A¢ = 2yv, 712G, (4.64)

The PC method potentially allows not only the selective visualization of flowing
blood, but also the quantitation of the flow velocities via the measured phase shifts
in the image. An additional advantage is that flow in any direction, x, y, or z, can be
measured simply by changing the particular gradient used in the bipolar waveform.

4.9. DIFFUSION-WEIGHTED IMAGING

One very important physical parameter that MRI can measure is the diffusion coeffi-
cient of water. The rate of water diffusion is often indicative of the health of tissues.
For example, it is well known that in conditions such as stroke, cells swell and cell
membranes can rupture. This means that water in these tissues can diffuse much faster
because there are fewer physical barriers. The simplest pulse sequence used to mea-
sure diffusion is based on a spin-echo sequence, with symmetric “diffusion-encoding”
gradients applied either side of the 180° refocusing pulse, as shown in Figure 4.39.
The effect of the first diffusion gradient is to encode each proton with a certain
phase, in exactly the same mechanism as in phase-encoding. If the proton does not
move position, that is, if it does not diffuse, then the second diffusion-encoding gra-
dient will impose an equal and opposite phase on the proton, and therefore there is
no net dephasing of the magnetization. If, however, the proton diffuses to a different
position in the time between the two encoding gradient pulses, then the proton mag-
netization is only partially rephased, and there is a loss in signal intensity. The faster
the proton diffuses, the greater is the loss in signal. In order to obtain a quantitative
measurement of the diffusion coefficient, more accurately termed the apparent diffu-
sion coefficient, of water, the imaging sequencé is repeated a number of times with
different values of the diffusion-encoding gradient. The signal intensities are then
fitted, on a pixel-by-pixel basis, to the basic equation describing diffusive signal loss:

I(Gy) = Iye™ P’ 054519 (4.65)
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FIGURE 4.39. A simple spin-echo imaging sequence used to measure the diffusion coefficient
of water for each pixel in an image. The diffusion-encoding gradients are shown as shaded areas.
If only one value of the gradient G is used, then a diffusion-weighted image is produced. The
gradient can be applied along any of the three axes, depending upon the particular diffusion
coefficient to be measured.

where Iy is the signal intensity with no diffusion-encoding gradients applied, D is
the apparent diffusion coefficient of water, G, represents the n different values of
encoding gradients, and the variables § and A are shown in Figure 4.39. Diffusion
coefficients are often not uniform in all directions of the tissue. For example, in
muscle fibers, water diffusion along the length of the fiber is much faster than in a
direction across the fiber. By applying diffusion-encoding gradients separately in
three different directions, the water diffusion coefficients in the x, y, and z directions
can be measured. In fact, water diffusion is technically characterized by a second-
order tensor, and so-called diffusion tensor imaging is a technique which can measure
this tensor for each pixel in an image. This allows, for example, maps of diffusion
anisotropy to be produced, and has recently enabled the technique of fiber tracking
to be implemented in vivo.

4.10. IN VIVO LOCALIZED SPECTROSCOPY

The hardware and pulse sequences used in MRI can be adapted very simply to the
acquisition of in vive localized NMR spectra. In these measurements, an FID is ac-
quired from a defined volume within the body. The FID is then Fourier-transformed
to give an NMR spectrum. In proton spectroscopy, the major signals come from wa-
ter and lipid, and in order to see the signals from much more dilute metabolites,
these signals must be suppressed. This is usually carried out by means of frequency-
selective irradiation techniques. The proton spectrum of brain, for example, includes
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FIGURE 4.40. (left) A localized proton spectrum obtained from the brain at 3 T. The peaks corre-
spond to Cr (creatine), Glu (glutamate), Gin (glutamine), Cho (choline), Mi (myo-inositol), and NAA
(n-acetylaspartate). (Right) A corresponding localized phosphorus spectrum from the brain. The
peaks shown are PME (phosphomonoester), P; (inorganic phosphate), PDE (phosphodiester),
PCr (phosphocreatine), and ATP (adenosine triphosphate), which gives three peaks.

peaks from creatine, choline, N -acetylaspartate, lactate, and myo-inositol. The rel-
ative levels of these proton metabolites can reflect the cellular status and health of
the tissue. Many tumors, for example, are characterized by increased levels of lac-
tate. Spectral linewidths in vivo are quite broad, as shown in Figure 4.40, due to the
presence of tissue inhomogeneities. Phosphorus spectra are also often acquired. As
can be seen from Table 4.1, the phosphorus resonance frequency is approximately
40% that of protons, and therefore the Larmor frequency is correspondingly lower.
This means that the RF coils used to transmit the RF pulses and receive the signal
must be designed to operate at this lower frequency. The spin-active 'P isotope is
almost 100% naturally abundant, and so sufficient SNR can be acquired in a time scale

FIGURE 4.41. (Left) A PRESS pulse sequence used to acquire an NMR spectrum from a single
voxel. (Right) the voxel (shaded) is defined by the intersection of the three slices in the sequence.
Only nuclei within this voxel will experience all three RF pulses and therefore be refocused to
give an NMR signal. In practice, extra RF pulses and gradients are used for water suppression.
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FIGURE 4.42. (Left) A two-dimensional CSI sequence that produces NMR spectra from a range
of voxels in the xy plane (right). The voxels are often overiaid on the axial image for correlating
the anatomical structure with the biochemical information.

commensurate with clinical scanning. The major phosphorus-containing metabolites
are phosphomonoesters and phosphodiesters, phosphocreatine, inorganic phosphate,
and adenosine triphosphate. Once again, the relative amounts of these metabolites
are, in many cases, indicative of the health of the tissue. A typical in vivo phosphorus
spectrum is also shown in Figure 4.40.

There are two basic classes of methods used to obtain localized spectra. The first
one localizes the acquired FID to a single, defined voxel. One of the most commonly
used sequences is shown in Figure 4.41, and is called point-resolved spectroscopy
(PRESS). A single voxel is localized using three frequency-selective RF pulses, and
gradients are applied in all three directions. The acquired FID arises only from the
voxel representing the intersection of all three slices.

The second class of methods is based on one-, two-, or three-dimensional phase-
encoding of the FID to produce separate spectra from multiple voxels, and is referred to
as chemical shift imaging (CSI). A sequence for two-dimensional CSI is shown in Fig-
ure 4.41. An axial slice is first selected in the z dimension. The FID is phase-encoded
in the x and the y dimensions. Two-dimensional inverse Fourier transformation with
respect to the x and the y spatial dimensions and forward Fourier transformation with
respect to the time dimension gives a series of spectra from each of the voxels shown
on the right of Figure 4.42.

4.11. FUNCTIONAL MRI

Functional MRI (fMRI) is a relatively new technique, developed in the early 1990s,
which can be used to determine which areas of the brain are involved in specific
cognitive tasks. The basis for the technique is the sensitivity of the MRI signal intensity
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to the level of oxygen in the blood in the brain, a phenomenon termed the blood-
oxygen-level-dependent (BOLD) effect.

In gray matter in the brain, a modest increase in the cerebral metabolic rate of
oxygen (CMRO:,) and of glucose occurs in areas involved in neural activation. As a
result of the release of vasodilatory compounds at an increased rate within the active
tissue, local blood flow in the capillary bed is increased significantly. This increased
blood flow leads to decreased oxygen extraction by the tissue due to the decreased
capillary transit times. The overall effect is that the rate of delivery of oxygen to
neurally “activated” tissue increases to a much lesser extent than the increase in blood
flow, resulting in an increase in the oxygenation state of blood. In turn, this increase
corresponds to an increase in the concentration of oxyhemoglobin and a decrease in
that of deoxyhemoglobin. Deoxyhemoglobin has a magnetic susceptibility which is
more paramagnetic than that of tissue, whereas oxyhemoglobin has a diamagnetic
susceptibility very similar to that of tissue. The decrease in the deoxyhemoglobin
concentration, therefore, reduces the local magnetic field gradients between the blood
in the capillary bed and tissue. As a result, the values of 7, and T’ increase locally
in areas of the brain associated with neuronal activation, the value of T, increasing
by a greater amount than that of T>.

fMRI studies are usually carried out using imaging sequences sensitive to changes
in tissue T' values. The most commonly used sequence is multislice echo-planar
imaging because data acquisition is fast enough to obtain whole-brain coverage in a
few seconds. The changes in image intensity in activated areas are very small, typically
only 0.1-1% using a 1.5-T scanner, and so the experiments are repeated a number of
times, and the data are then subjected to statistical analysis. Data processing involves
correlation, on a pixel-by-pixel basis, of the change in MRI signal intensity with the
time course of the presented stimulus, as shown in Figure 4.43. The spatial resolution
of most fMRI studies is approximately 7 x 7 x 7 mm due to the small data matrix
collected (64 x 64), the inherent PSF of the EPI sequence, and the widespread use
of postacquisition spatial filtering of the data. It should be noted, however, that very
high resolution fMRI can also be performed, particularly at high magnetic fields, and
reports with in-plane resolution of 1 x 1 mm have been published.

The change in MRI signal intensity at sites associated with neuronal activation has
three components, shown schematically in Figure 4.43. The first component is a small
signal decrease immediately after the onset of the stimulation. This corresponds to
the total deoxyhemoglobin increasing for the first 3 s or so due to an initial increase
in oxygen extraction before the large increase in blood flow. The second feature is
an increase in signal intensity, which reaches a maximum at about 7 s after the onset
of the stimulus. This time lag is referred to as the hemodynamic response time. The
final stage is a signal undershoot, which can last up to 1 min poststimulation, and
corresponds to the blood volume in the venules, which drain the activated areas,
remaining elevated after blood flow has reequilibrated.

Although neuronal activation is itself highly localized, the BOLD fMRI signal
contains contributions not only from the capillary bed close to the area of acti-
vation, but also from venules and veins that are connected to the capillary bed.
Because roughly 75% of the blood in the brain is contained in venous vessels,
whereas only 5% of the blood is contained in capillaries, a significant part of the
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FIGURE 4.43. (Left) The presentation of a stimulus in a blocked “on” and “off” paradigm results
in an idealized waveform of the MRI signal intensity shown below. After an initial undershoot,
the signal increases to a maximum approximately 7 s after the onset of stimulation and then
undershoots for 30-60 s after stimulation has ceased. (Right) An “activation map” produced by
correlating the pixel-by-pixel MRI signal with the waveform shown on the left. Pixels that show
statistically significant correlation are shown as areas of high signal intensity overlaid on one of
the EPI scans used to acquire the raw data.

stimulus-induced signal change results from oxygenation changes in veins, which
may be up to 1 cm from the actual area of activation. One of the advantages of op-
erating at higher field strengths, apart from the intrinsic increase in image SNR, is
the increased contribution of the component of the BOLD signal from the capillary
bed.

Although fMRI is currently used more for academic research than routine clinical
use, it is being used in a number of presurgical planning studies. Here, the exact
procedure for removing, for example, a tumor from the brain is planned around
knowing the location of areas that control tasks such as language recognition and
motor processes.

4.12. CLINICAL APPLICATIONS OF MRI

The majority of clinical diagnoses using MRI rely on the intrinsic contrast between
pathological and healthy tissue. Based on patient history, and coupled with the results
of other types of imaging such as ultrasound and CT, the appropriate scanning protocol
(T;-weighted, T>-weighted, or proton density-weighted) is performed. Very often a
contrast agent such as Gd-DTPA is used to increase the image contrast. The MRI
signal is also sensitive to a number of other parameters. For example, the diffusion
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coefficient of water has been found to be an extremely sensitive parameter related
to the extent of stroke in the very early stages after the episode. Diffusion-weighted
sequences show areas of tissue damaged by stroke much earlier than relaxation time-
weighted sequences. Images can also be acquired in which the signal intensity is
related to the amount of blood perfusion in tissue. This section outlines a few of the
basic clinical applications of MRI.

4.12.1. Brain

The detection of brain disease depends mainly on the changes in relaxation times
associated with cellular damage. In brain tumors, there is an increase in the water
concentration, as well as an increase in the 77 and T, relaxation times. 7>-weighted
sequences, for example, show the tumor as an area of higher signal intensity than the
surrounding tissue, as shown in Figure 4.44.

Other conditions which can be diagnosed by MRI are Parkinson’s disease and
Alzheimer’s disease. These both lead to the deposition of iron in the putamen. The
effect of the iron is to reduce the T, and T of the surrdunding water molecules,
and so there is a reduction in signal intensity on T>-weighted sequences. Hemorrage
and hematomas are also associated with increased levels of iron in the brain. Hydro-
cephalus is particularly easy to diagnose, given the distinct signal from water in its
free state, with very long T; and T, values. Multiple sclerosis produces many lesions
in the brain by the process of demyelination. Plaques typically vary in size between 1
and 10 mm and have prolonged T; and T; relaxation times with respect to the white
matter in brain where most occur.

FIGURE 4.44. A Tp-weighted image of a brain tumor, which shows up as a hyperintense region
because its T, value is longer than that of the surrounding healthy tissue.
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FIGURE 4.45. A FLASH image of the liver acquired in a single breath-hold.

4.12.2. Liver and the Reticuloendothelial System

Imaging of the liver requires rapid imaging sequences so that the entire image can be
acquired within a single breath-hold: an example of a rapid hepatic scan is shown in
Figure 4.45. Diseases such as hemosiderosis and hemochromatosis cause iron to be
deposited in the parenchyma of the liver, reducing both the T; and 75 relaxation times.
In hemosiderosis, iron is also deposited in the spleen. Cirrhosis of the liver is often
characterized by fatty infiltrations into the tissue, and is relatively easy to diagnose us-
ing MRI. MRA techniques can be used to diagnose diseases associated with reduced
flow through the portal vein of the liver. Tumors within the liver can be delineated
on the basis of their differences in relaxation times with respect to healthy tissue.
For example, hepatocellular carcinomas are normally hyperintense on T,-weighted
scans. If it is not possible to differentiate the tumor, then a superparamagnetic contrast
agent can be administered, as covered in Section 4.7.2. Paramagnetic contrast agents
can also be used in detecting hepatic tumors. The distribution of the paramagnetic
agent in tumor and healthy liver parenchyma occurs at different rates. More rapid
uptake in normal parenchyma means that the tumor is visible as a region of lower
signal intensity. Recently, paramagnetic contrast agents have been designed specifi-
cally for liver imaging, with the aim of increasing the time during which the signal
from the normal parenchyma is higher than that of the tumor. Two such agents are
Gd-ethoxybenzyl-DTPA (trade name Eovist) and Gd-benzyloxypropionictetraacetate
(Gd-BOPTA; trade name MultiHance).

4.12.3. Musculoskeletal System

MRI is particularly useful in high-resolution imaging of the musculoskeletal sys-
tem. Developmental abnormalities or degenerative diseases of the spinal cord are
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FIGURE 4.46. (Left) An image of the spinal cord, showing the individual disks and a slight
curvature of the spine. (Right) One image from a three-dimensional dataset of the knee.

very commonly diagnosed using MRI. Traumatic injury such as disk herniation, disk
compression, or epidural hematoma similarly show up well on images. Spinal cord
tumors and plaques associated with multiple sclerosis can also be detected using
high-resolution imaging of the spinal cord. A typical image is shown on the left of
Figure 4.46, demonstrating the excellent delineation of cord morphology. In terms of
other tissues, imaging of the shoulder is very common for sports injuries. Imaging
of the knee is also used to diagnose degenerative cartilage waste and the state of
connective tissue, as shown on the right of Figure 4.46.

4.12.4. Cardiac System

The detection of cardiovascular disease is based mainly on anatomical changes. There
is excellent intrinsic contrast between flowing blood and the walls of vessels and the
cardiac chambers, as shown in Figure 4.47. The left ventricular volume and ejection
fraction are very important measures of heart function, and both can be measured
using MRI. In addition, using spin-tagging techniques, the complex motion of the
heart wall during systole and diastole can be investigated for abnormalities. Ischemic
heart disease is characterized by a decrease in the wall thickness of the left ventricle,
which can be seen directly on the images. Hypertrophy leads to the opposite effect,
a thickening of the myocardial wall. Tumors are detected by an increased signal
intensity on T,-weighted images. Cardiomyopathy produces enlargement of the left
ventricular chamber. Congenital heart disease can involve cardiac valve stenosis, valve

FIGURE 4.47. A senies of cardiac images taken at various times throughout the cardiac cycle.



214

MAGNETIC RESONANCE IMAGING

deficiencies, or abnormal connections between the individual components of the heart.
In heart transplants, rejection is often associated with an increased concentration of
water in the tissue and a higher 7 value, and therefore 7>-weighted imaging is used
as a test for the rejection process.

Electronic gating of the MRI data acquisition to the cardiac cycle, via electrocar-
diogram measurements, is necessary to reduce the motion artifacts associated with
heart motion.

EXERCISES

4.1.

4.2

4.3.

44.

4.5.

4.6.

Assuming that there are 6.7 x 10? protons in 1 cm? of water, what is the
magnetization contained within this volume at a magnetic field strength of
1.5T?

Show schematically the effects of a 90°, a 180°, a 270°, and a 360° pulse on
thermal equilibrium magnetization, using the vector model.

Calculate the effects of the following pulse sequences on thermal equilibrium
magnetization. The final answer should include x, y, and z components of
magnetization,

(a) 90, (a pulse with tip angle 90°, applied about the x axis).

() 80,.

(¢) 90, 90, (the second 90° pulse is applied immediately after the first).

(d) 80, 80,.

Answer true or false with one or two sentences of explanation:

(a) Recovery of magnetization along the z axis after a 90° pulse does not
necessarily result in loss of magnetization from the xy plane.

(b) A static magnetic field By that is homogeneous results in a free induction
decay that persists for a long time.

{c) When the magnetization relaxes from the xy plane back to the z axis, it
absorbs energy from the lattice.

(d) A short tissue T indicates a slow spin-lattice relaxation process.

Using the vector model, show the effects of the pulse sequence given below
on thermal equilibrium magnetization for two cases. First, for a water proton
exactly on resonance, that is, stationary in the rotating reference frame. Second,
for a fat proton, which has a precessional frequency in the rotating reference
frame of w rad/s, where the value of w is given by 7 /1. The final answer should
include x, y, and z components of magnetization:

1250 — 7 —37.5°, — 1 —37.52 — 7 — 12.5°,

(a) Plot qualitatively the dependence of T; on the strength of the applied mag-
netic field for a mobile, intermediate, and viscous liquids.
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spectral density

A

aqueous humor

brain tissue

cerebrospinal fluid
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FIGURE 4.48. lllustration for Exercise 4.7.

{b) Plot qualitatively the variation in T) as a function of the mobility of a
liquids.

For the five frequencies (1-5) shown in Figure 4.48, state the order of the T,
and T, values, for example, T;(brain) > T,(CSF) > T;(aqueous humor).

The hydrogen nuclei in the body are found mainly in fat and water. The T, value
of fat was measured to be 100 ms and that of water to be 500 ms. In a spin-echo
experiment, calculate the delay between the 90° pulse and the 180° pulse that
maximizes the difference in signal intensities between the fat and the water.

Write an expression for the M, magnetization as a function of time after a 180°
pulse. After what time is the M, component zero? Plot the magnetization after
instead applying a 135° pulse.

Explain why a three-dimensional image cannot be obtained by applying all
three gradients simultaneously during data acquisition.

Derive the value of the Ernst angle given in equation (4.54).
What is the form of the PSF in the phase-encoding direction of an EPI sequence?

Suggest an imaging sequence that could be used for “black-blood imaging,”
that is, where flowing blood appears with very low signal intensity in the image.

A brain tumor has a lower concentration of water than surrounding healthy
tissue. The T; value of the protons in the tumor is shorter than that of the
protons in healthy tissue, but the T, value of the tumor protons is longer. Which
kind of weighting should be introduced into the imaging sequence in order to
ensure that there is contrast between the tumor and healthy tissue? If a large
concentration of superparamagnetic contrast agent is injected and accumulates
in the tumor only, which kind of weighting would now be optimal?



216 MAGNETIC RESONANCE IMAGING
FURTHER READING

Original Papers

The Basics of NMR and Data Acquisition

F. Bloch, Nuclear induction, Phys. Rev. 70, 460-474 (1946).

N. Bloembergen, E. M. Purcell, and R. V. Pound, Relaxation effects in nuclear magnetic
resonance absorption, Phys. Rev. 73, 679-712 (1948).

E. L. Hahn, Spin-echoes, Phys. Rev. 80, 580-594 (1950).

Signal Detection
R. R. Emst and W. A. Anderson, Application of Fourier transform spectroscopy to magnetic
resonance, Rev. Sci. Instrum. 37, 93-102 (1966).

D. I. Hoult, The NMR receiver, Progr. NMR. Spectr. 12, 41-77 (1978).

Magnetic Resonance Imaging

P. C. Lauterbur, Image formation by induced local interactions: Examples employing nuclear
magnetic resonance, Nature (London) 242, 190-191 (1973).

P. Mansfield and P. K. Grannell, NMR diffraction in solids, J. Phys. C Solid State Phys. 6,
1.422-1.426 (1973).

A. Kumar, D. Welti, and R. R. Ernst, NMR Fourier zeugmatography, J. Magn. Reson. 18,69-83
(1975).

W. A. Edelstein, J. Hutchinson, G. Johnson, and T. W. Redpath, Spin warp NMR imaging and
applications to human whole-body imaging, Phys. Med. Biol. 25, 751-756 (1980).

k-Space

S. Ljunggren, A simple graphical representation of Fourier-based imaging methods, J. Magn.
Reson. 54,338-343 (1983).

D. B. Twieg, The k-trajectory formulation of the NMR imaging process with applications in
analysis and synthesis of imaging methods, Med. Phys. 10, 610-621 (1983).

Radiofrequency Coils and Magnetic Field Gradients

J. E. Tanner, Pulsed field gradients for NMR spin-echo diffusion measurements, Rev. Sci.
Instrum. 36, 10861090 (1965).

D. L. Hoult and R. E. Richards, The Signal-to-noise ratio of the nuclear magnetic resonance
experiment, J. Magn. Reson. 24, 71-85 (1976).

C. E. Hayes, W. A. Edelstein, J. F. Schenck, O. M. Mueller, and M. Eash, An efficient, highly
homogeneous radiofrequency coil for whole-body NMR imaging at 1.5 T, J. Magn. Reson.
63, 622-628 (1985).

Fast Imaging Techniques.

P. Mansfield, Multi-planar image formation using NMR spin echoes, J. Phys. C Solid State
Phys. 10,L55-L58 (1977).

A. Haase, J. Frahm, D. Matthaei, W. Hinicke, and K. D. Merboldt, FLASH imaging. Rapid
NMR imaging using low flip-angle pulses, J. Magn. Reson. 67, 258-266 (1986).



FURTHER READING 217

J. Hennig, A. Naureth, and H. Friedburg, RARE imaging: A fast imaging method for clinical
MR, Magn. Reson. Imag. 3, 823-833 (1986).

A. B. Ahn, J. H. Kim, and Z. H. Cho, High-speed spiral-scan echo planar NMR imaging—I,
IEEE Trans. Med. Imag. MI-5, 1-6 (1986).

Magnetic Resonance Angiography

L.E. Crooks, C. M. Mills, P. L. Davis, et al., Visualization of cerebral and vascular abnormalities
by NMR imaging: The effects of imaging parameters on contrast, Radiology 144, 843-852
(1982).

D. J. Bryant, J. A. Payn, D. N. Firmin, and D. B. Longmore, Measurement of flow with NMR
imaging using a gradient pulse and phase difference technique, J. Compus. Assist. Tomogr.
8, 588593 (1984).

In Vivo Localized Spectroscopy
T. R. Brown, B. M. Kincaid, and K. Ugurbil, NMR chemical shift imaging in three dimensions,
Proc. Natl. Acad. Sci. USA 79, 3523-3526 (1982).

A. Haase, J. Frahm, W. Hanicke, and D. Matthei, '"H NMR chemical shift selective (CHESS)
imaging, Phys. Med. Biol. 30, 341--344 (1985).

J. Frahm, K. D. Merboldt, and W. Hanicke, Localized proton spectroscopy using stimulated
echoes, J. Magn. Reson. 72, 502-508 (1987).

P. A. Bottomley, Spatial localization in NMR spectroscopy in vivo, Ann. N. Y. Acad. Sci. 508,
333-348 (1987).

Functional MRI.

S. Ogawa, T. M. Lee, A. R. Kay, and D. W. Tank, Brain magnetic resonance imaging with
contrast dependent on blood oxygenation, Proc. Natl. Acad. Sci. USA 87, 9868-9872 (1990).

R. Turner, D. Le Bihan, C. T. Moonen, D. Despres, and J. Frank, Echo-planar time course MRI
of cat brain oxygenation changes, Magn. Reson. Med. 22, 159-166 (1991).

Books

Nuclear Magnetic Resonance

R. R. Emnst, G. Bodenhausen, and A. Wokaun, Principles of Nuclear Magnetic Resonance in
One and Two Dimensions, Clarendon, Oxford (1987).

C. P. Slichter, Principles of Magnetic Resonance, Springer-Verlag, Berlin (1990).

P. T. Callaghan, Principles of nuclear magnetic resonance microscopy, Clarendon, Oxford
(1991).

Instrumentation

E. Fukushima and S. B. W. Roeder, Experimental Pulse NMR: A Nuts and Bolts Approach,
Addison-Wesley, Reading, Massachusetts (1981).

C.-N. Chen and D. 1. Hoult, Biomedical Magnetic Resonance Technology, Adam Hilger, Bristol,
England (1989).

J.-M. Jin, Electromagnetic Analysis and Design in Magnetic Resonance Imaging, CRC Press,
Boca Raton, Florida (1998).



218 MAGNETIC RESONANCE IMAGING

Magnetic Resonance Imaging

P. G. Morris, Nuclear Magnetic Resonance Imaging in Medicine and Biology, Oxford University
Press, Oxford (1990).

D. D. Stark and W. G. Bradley, Jr., Magnetic Resonance Imaging, 2nd ed., Mosby-Year Books,
St. Louis (1992).

R. H. Hashemi and W. G. Bradley, Jr., MRI: The Basics, Lippincott, Williams and Wilkins,
Philadelphia (1997).

M. A. Brown and R. C. Semelka, MRI: Basic Principles and Applications, 2nd ed., Wiley-Liss,
New York (1999).

E. M. Haake, R. W. Brown, M. R. Thompson, and R. Venkatesan, Magnetic Resonance Imaging:
Physical Principles and Sequence Design, Wiley-Liss, New York (2000).

Magnetic Resonance Angiography

E. J. Potchen, E. M. Haake, J. E. Siebert, and A. Gottschalk, eds., Magnetic Resonance An-
giography: Concepts and Applications, Mosby-Year Book, St. Louis (1993).

M. R. Prince, T. M. Grist, and J. F. Debatin, 3D Contrast MR Angiography, Springer, Berlin,
(1998).

Functional MRI

C. T. W. Moonen and P. A. Bandettini, Functional MRI (Medical Radiology), Springer-Verlag,
Berlin (2000).

R. B. Buxton, An Introduction to Functional Magnetic Resonance Imaging: Principles and
Techniques, Cambridge University Press, Cambridge (2001).

P. Jezzard, P. M. Matthews, and S. M. Smith, eds., Functional Magnetic Resonance Imaging:
An Introduction to Methods, Oxford University Press, Oxford (2001).

Contrast Agents

A. E. Merbach and E. Toth, eds., The Chemistry of Contrast Agents in Medical Magnetic
Resonance Imaging, Wiley, New York (2001).

W, Krause, ed., Magnetic Resonance Contrast Agents, Springer-Verlag, Berlin (2002).

Rapid Imaging
F. W. Wehrli, Fast Scan Magnetic Resonance: Principles and Applications, Raven Press, New
York (1991).

F. Schmitt, M. K. Stehling, and R. Tumer, eds., Echo-Planar Imaging: Theory, Technique and
Application, Springer-Verlag, Berlin (1998).

Signal Processing
Z.-P. Liang and P. C. Lauterbur, Principles of Magnetic Resonance Imaging. A Signal Processing
Perspective, IEEE Press, New York (2000).

Review Articles

J. Link, The design of resonator probes with homogeneous radiofrequency fields, in NMR:Basic
Principles and Progress (P. Diehl, E. Fluck, H. Guenther, R. Kosfeld, and J. Seelig, eds.),
pp- 1-32 Springer-Verlag, Berlin (1992).



FURTHER READING 219

R. Turner, Gradient coil design: A review of methods, Magn. Reson. Imag. 11,903 (1993).

B. L. Chapman, Shielded gradients. And the general solution to the near field problem of
electromagnet design. MAGMA 9, 146 (1999).

R. Turner and R. J. Ordidge, Technical challenges of functional magnetic resonance imaging,
IEEE Trans. Biomed. Imag. 19, 42-54 (2000).

R. C. Semelka and T. Helmberger, New contrast agents for imaging the liver, Magn. Reson.
Imag. Clin. N. Am. 9, 745 (2001).

Specialized Journals

Concepts in Magnetic Resonance

Journal of Magnetic Resonance

Journal of Magnetic Resonance Imaging

MAGMA: Magnetic Resonance Materials in Physics, Biology and Medicine
Magnetic Resonance Engineering

Magnetic Resonance in Chemistry

Magnetic Resonance in Medicine

NMR in Biomedicine



General
Image Characteristics

5.1. INTRODUCTION

Irrespective of the method used to acquire medical images, whether it be X-ray,
nuclear medicine, ultrasound, or MRI, there are a number of criteria by which the
image characteristics can be evaluated and compared. The most important of these
criteria are the spatial résolution, the signal-to-noise ratio, and the contrast-to-noise
ratio. In addition to measurements made on humans, new acquisition and processing
techniques are often tested on “phantoms,” examples of which are shown in Figure 5.1.
This chapter covers a number of general concepts applicable to all of the modalities
in this book.

5.2. SPATIAL RESOLUTION

There are a number of measures used to describe the spatial resolution of an imaging
modality: the three most common in the spatial domain are the point spread function
(PSF), the line spread function (LSF), and the edge spread function (ESF). These
measures correspond to a modulation transfer function (MTF) in the spatial frequency
domain.

5.2.1. The Point Spread Function

The concept of the PSF is most easily explained by considering a very small “point
source” positioned within the imaging FOV, as shown in Figure 5.2. This point source
could be a small sphere of water for MRI, a small reflector for ultrasound, a sphere
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FIGURE 5.1. Images of various phantoms used for the measurement of image characteristics.
(Left, center) MRI phantoms used for spatial-resolution, signal-to-noise, and contrast-to-noise
measurements. (Right) A Shepp—Logan phantom often used to compare the resuits from different
image processing methods.

filled with a y -ray emitter for nuclear medicine, or a lead sheet with a pinhole for X-ray
imaging. The mathematical relationship between the reconstructed image I(x, y, z)
and the object O(x, y, z) being imaged can be represented by

I(x,y,2)= O(x,y,2) * h(x, y, 2) 5.1)

where * represents a convolution, and A(x, y, z) is the three-dimensional PSF. In a
perfect imaging system, the PSF would be a delta function in all three dimensions,
and in this case the image would be a perfect representation of the object. In practice,
as has been described for each imaging modality, the PSF has a finite width, which
may be different in the x, y, and z directions, and can also contain side lobes if, for

FIGURE 5.2. (Left) The object to be imaged consists of a small point source. (Right) The image
obtained is larger than the actual object, and may be blurred asymmetrically in the x, y, and z
dimensions. In this illustrative case the PSF is broad in the x dimension and relatively narrow in
the y and the z dimensions.
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example, image reconstruction involves Fourier transformation of a truncated dataset.
In terms of the imaging modalities covered, nuclear medicine and ultrasound have
the strongest asymmetry in the three-dimensional PSF.

In addition to the PSF associated with the intrinsic physics of the particular imag-
ing method, each stage of image formation, such as the individual components of the
detection system, the method of data sampling, and image reconstruction and filter-
ing has an associated PSF. The total system PSF involves a series of mathematical
convolutions of the individual PSFs for each stage:

thtal(xv yv Z)

= Rgetector(X, ¥, 7) * hsampling(xa ¥, 2) * Rreconstruction(Xs ¥ 2) * Ager(x, ¥, 2)  (5.2)

The degree to which a particular PSF blurs the image depends upon the nature of the
object being imaged, as shown in Figure 5.3.

5.2.2. Resolution Criteria

The spatial resolution of an image is defined as the smallest separation of two point
sources necessary for the sources to be resolved. The spatial resolution is clearly
related to the PSF, which can have many different mathematical forms depending
upon the particular imaging modality. There are many different criteria for describing

0O(x) 1(x)
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FIGURE 5.3. Projections | (x) resulting from the convolution of different one-dimensional objects
O(x) with a one-dimensional Gaussian PSF, h{x). (@) If O(x) is a delta function |(x) and h(x)
are identical, and thus the acquired image can be used to estimate h{x). (b) Sharp edges and
boundaries in the object are blurred in the image I (x). (c) If the image is very smooth, then the
overall effect of h(x) is small, but if, within the smooth structure, there are sharp boundaries, as
in (d), then these boundaries appear blurred in the image.
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FIGURE 5.4. (Lefl) For a sinc PSF, the signals from the two point sources can be resolved when
the separation between them is less than half the width of the main lobe of the sinc function.
(Center) For an arbitrary form of the PSF, the two point sources can be resolved when their
separation is less than the FWHM of the function. (Right) The two point sources can no longer
be resolved due to the broad FWHM of the PSF.

the spatial resolution in terms of the PSF. If the PSF is a sinc function, then the
Rayleigh criterion can be applied, which states that the two point sources can be
resolved if the peak intensity of the PSF from one source coincides with the first zero-
crossing point of the PSF of the other, as shown in Figure 5.4. In this case the spatial
resolution is defined as one-half the width of the central lobe of the sinc function.

If the form of the PSF is arbitrary, then it can be characterized in terms of its
FWHM. Then the criterion for resolution can be stated such that, if the two points
sources are separated by a distance greater than the FWHM, then they can be resolved,
as shown in Figure 5.4

The PSF for many imaging techniques is well-approximated by a Gaussian func-
tion. The one-dimensional PSF, A(x), can be written as

1 (x — xo)?

where o is the standard deviation of the distribution and x, is the center of the function.
The FWHM of a Gaussian function is given by

FWHM = 2+/21In20 = 2.360 5.4

5.2.3. The Line Spread Function and Edge Spread Function

A second commonly used function to characterize spatial resolution is the line-spread
function (LSF), which is illustrated in Figure 5.5. The LSF is defined in terms of the
PSF by

LSF(y) = / PSF(x, y) dx (5.5)

The LSF is most often used in X-ray imaging, where a line phantom is easy to
construct, and usually consists of a grid of thin lead septa placed between the X-ray
source and the detector.
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FIGURE 5.5. lllustration of the concept of (left) the line spread function (LSF) and (right) the
edge spread function (ESF). For measuring the LSF, the object consists of a thin line, with the
one-dimensional projection of the object in the y dimension shown above. The actual image is
broadened, with the LSF defined by the one-dimensional y projection of the image. (Right) For
measurement of the ESF, a wide object with a sharp edge is used.

The edge spread function (ESF) can be defined as the convolution of the LSF with
a step function. It is measured experimentally using a block of material with a sharp
edge, as shown in Figure 5.5.

5.2.4. The Modulation Transfer Function

As outlined in Section 5.2.1, calculation of the overall PSF of an imaging system
requires the convolution of the PSFs from each of the individual components of that
system. This process can be mathematically extremely complicated. It is much easier
to consider the situation in the spatial frequency domain, where the equivalent of
the PSF is termed the modulation transfer function (MTF). Because the the spatial
frequency domain and the spatial domain are related by the Fourier transform, as
decribed by equations (A3) and (A4) in Appendix A, the MTF and the PSF are
related similarly:

MTF(k,, k,, k;) = /// PSF(x, y, 2)e /%=1y o2kt gy dy dz  (5.6)

where k,, k,, and k, are the spatial frequencies, measured in cycles/millimeter or line
pairs/millimeter. Features within the image that are large and contain many pixels of
very similar signal intensity correspond to low spatial frequencies. Very small objects,
and the edges of image features, represent high spatial frequencies, with the maximum
spatial frequency corresponding to large changes in image intensity from one pixel to
the next. Randomly distributed noise corresponds to high spatial frequencies because
its value changes from pixel to pixel.

The relationship between a one-dimensional MTF and image spatial resolution is
shown in Figure 5.6. The ideal MTF, which is independent of spatial frequency, is the
Fourier transform of the ideal LSF, which is a delta function.
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FIGURE 5.6. (a) A schematic of a line phantom used to measure the MTF of an imaging system.
(b-€) The images produced from the phantom by imaging systems with the MTF shown on the
right. As the MTF becomes progressively narrower (corresponding to a broader LSF), the image
becomes more blurred.

5.3. SIGNAL-TO-NOISE RATIO

The factors that affect the SNR for each imaging modality are described in detail in the
relevant sections of each chapter. In cases, such as MRI, where the noise is distributed
uniformly throughout the imaging FOV, the SNR can be measured by computing the
mean signal intensity over a certain region of interest (ROI) and dividing this by
the standard deviation of the signal from a region outside the image, as shown in
Figure 5.7. In other imaging modalities, the noise is not distributed uniformly, and so
there is no simple method of measuring the SNR.

In this section, two important concepts related to image SNR are described: Poisson
statistics and signal averaging.

5.3.1. The Poisson Distribution

The Poisson distribution is most commonly used to model the number of occurrences
of some random phenomenon in a specified unit of space or time. Examples en-
countered in medical imaging include the spatial and temporal distribution of X-rays
produced from the source and the corresponding distributions of y-rays emitted by a
radioisotope. In X-ray CT and nuclear medicine, it is usually true that the image SNR
is determined solely by the Poisson statistics of the X-ray beam and the radioactive
source, respectively.
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FIGURE 5.7. Measuring the SNR for an MRI image. The mean signal intensity is derived from
an ROl in the image (left), and the same area is used to measure the noise (right). The SNR is
defined as the mean intensity divided by the standard deviation of the noise.

If the mean number of incident X-rays per unit area of film is denoted by w, then the
probability P(N) that there are N incident X-rays per unit area is shown graphically
in Figure 5.8, and is described mathematically as

puNe

N1 5.7

P(N) =

For the Poisson distribution, the standard deviation o is defined as the difference
between the values of u and of N for which the value of P(N) is one-half that of

FIGURE 5.8. The Poisson distribution describes the probability of a particular number of events
happening for a random process.
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P(u). A characteristic of the Poisson distribution is that the value of o is related to
w by

o =i (5.8)

For large values of N, u can be well-approximated by N. The SNR, defined as N /o,
is therefore given by

SNR « VN (5.9)

Equation (5.9) shows that the greater the number of X-rays or y-rays that can be
detected, the higher is the image SNR. To double the image SNR, for example,
requires four times the number of counts.

5.3.2. Signal Averaging

The image SNR can be increased by averaging the signals from a number of images
if the signal from successive images is coherent and the noise is at least partially in-
coherent. In MRI, for example, noise voltages are produced from conducting samples
such as the human body and Johnson noise in the receiver electronics. This noise is,
to a good approximation, random, and therefore “signal averaging” is widely used in
MRI to increase the image SNR. The measured signal X can be represented as

i=x+§ (5.10)

where x is the true signal and & is the noise component with a mean value of zero and
a standard deviation denoted by ;. The SNR for a single measurement is given by

SNR; = I (5.11)
o;

If N measurements are acquired, the averaged signal is given by

5 Iy
y=x+5 D & (5.12)
n=1

Assuming that the noise for each measurement is uncorrelated, then the SNR for the
averaged scans is given by

SNR; = Ix] = A R,V (5.13)
N O
\/var [am e« + &)
Equation (5.13) shows that the SNR increases as the square root of the number

of averaged images. The tradeoff in signal averaging is clearly the additional time
required for data acquisition.
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In ultrasonic imaging the noise contribution from speckle is coherent, and so simple
signal averaging does not increase the SNR. However, if images are acquired with
the transducer oriented at different angles with respect to the transducer, a technique
known as compound imaging (Section 3.9), then the speckle in different images is
only partially coherent. Averaging of the images therefore gives an increase in the
SNR, but by a factor less than the square root of the number of images.

5.4. CONTRAST-TO-NOISE RATIO

Even if the image has a very high SNR, it is not useful unless there is a high enough
CNR to be able to distinguish among different tissues, and in particular between
healthy and pathological tissue. Various definitions of image contrast exist, the most
common being

Cas = |Sa — S8l (5.14)

where Cag is the contrast between tissues A and B, and S5 and Sg are the signals
from tissues A and B, respectively. The CNR between tissues A and B is defined in
terms of the respective SNRs of the two tissues:

C Sa— S
CNR,p = 2B _ 154 = Sl _ ISNRA — SNRg| (5.15)
oON aN

where gy is the standard deviation of the noise. Figure 5.9 shows the decrease in the
CNR as the noise level in an image increases.

The CNR also depends upon the spatial resolution of the image. If the FWHM of
the image PSF is on the order of the size of a particular image feature, then image
blurring reduces the contrast significantly, as also shown in Figure 5.9.

FIGURE 5.9. (Top left-to-night) As the noise level increases in an image with high intrinsic con-
trast, the CNR degrades such that structures within the image can no longer be discerned.
(Bottom left-to-right) As the spatial resolution of the image decreases, then the image contrast
becomes worse, particularly for small objects within the body.
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5.5. IMAGE FILTERING

Postacquisition processing of images usually involves some form of filtering. Different
filters can be used, for example, to improve the image SNR or spatial resolution or to
highlight features such as edges and boundaries in the image. Such filtering involves
tradeoffs between, in particular, image SNR and spatial resolution.

The simplest method of improving the SNR after data acquisition is to apply a
low-pass filter to the image. Low-pass filtering is most commonly used in nuclear
medicine scans because the intrinsic SNR is low due to the relatively small number of
counts recorded per pixel. The term “low-pass” refers to the characteristics of the filter
in the spatial frequency domain, that is, this type of filter amplifies the low spatial
frequencies in the image with respect to the high spatial frequencies. As described
earlier, low spatial frequencies are associated with areas of relatively uniform signal
intensity, whereas high spatial frequencies represent the fine detail within tissue and
sharp boundaries between tissues. Noise in an image, due to its random spatial distri-
bution from pixel to pixel, corresponds to high spatial frequencies. A low-pass filter
therefore improves the image SNR by attenuating the contribution from noise, but it
also degrades the spatial resolution. If the imaging data are acquired in the spatial
frequency domain, as in MRI, for example, then a filter can be applied directly to the
data in this domain. Filters can also be applied in the spatial, that is, image, domain,
in the form of convolution with a particular filter kernel. Simple examples of low-pass
kernels are

1 21 1 11
2 4 2 and 1 4 1
1 2 1 1 11

Implementation of filtering using a3 x 3 convolution kernel is shown schematically in
Figure 5.10. The process involves placing the kernel over the image pixels, multiplying
each pixel by the corresponding component of the kernel, and replacing the center
pixel by the average of these values. The kernel is then displaced by one pixel in the
horizontal dimension, for example, and the process repeated until the kernel has been
applied to all the pixels in this horizontal dimension. This process is repeated for the
next row of pixels until the whole image has been covered. An example of low-pass
filtering of an MRI brain scan is shown in Figure 5.11(b).

Improvements in spatial resolution, a process often called resolution enhancement,
can be achieved by using a high-pass filter, which uses convolution kernels such as

-1 -1 -1 -1 -1 -1
-1 9 -1 or -1 12 -1
-1 -1 -1 -1 -1 -1

The SNR of the image is reduced using this type of filter because it amplifies the high
spatial frequency noise, as shown in Figure 5.11(c).
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FIGURE 5.10. Implementation of image filtering in two-dimensions using a 3 x 3 convolution
kernel.

Edge detection in nuclear medicine images is important for implementation of
attenuation correction algorithms. This process is difficult because of the low SNR
and the relatively poor spatial resolution of the raw image. Simple high-pass fil-
tering results in too high a noise level, and so edge detection involves applying
a smoothing function first, followed by a second convolution kernel to emphasize

(a) (b) (©) (d)
111 -1 -1 -1 111
141 -1 9 -1 000
111 -1-1 -1 -1-1-1

FIGURE 5.11. Effects of different types of image filtering. (a) The original MRI image of the brain.
(b) Low-pass filtering. (c) High-pass filtering. (d) Edge detection.
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the image edges. An example of an edge detection filtered image is shown in Fig-
ure 5.11(d).

More sophisticated filtering is often performed on medical images, in which the
filter applied has different characteristics for different parts of the image. One com-
mon procedure is to apply a Wiener, or minimum mean-square estimation (MSE),
filter, which provides the optimum tradeoff between improved SNR and minimal
degradation of the spatial resolution.

5.6. THE RECEIVER OPERATING CURVE

As discussed in this chapter, several instrumental and patient-related characteristics
affect the SNR, the spatial resolution, and the CNR of an image. The inherent tradeoffs
among these parameters are case- and disease-specific, and methods of assessing the
relative importance of each parameter for a particular application are very useful.
One such method uses the so-called receiver operating curve (ROC). As an example,
consider the situation in which a patient is suspected of having a tumor. There are four
possibilities for a radiologist making the diagnosis: a true positive (where true refers
to the correct diagnosis and positive to the tumor being present), a true negative,
a false positive, and a false negative, as shown in Figure 5.12. Three measures are
commonly used in ROC analysis: the accuracy is the number of correct diagnoses
divided by the total number of diagnoses, the sensitivity is the number of true positives
divided by the sum of the true positives and the false negatives, and the specificity is
the number of true negatives divided by the sum of the number of true negatives and
false positives.

True positive fraction

1.0

Actual situation

Tumor present  Tumor absent

Diagnosis 0.5
Tumor present True positive False positive
Tumor absent False negative  True negative 0

0.5 1.0

False positive fraction

FIGURE 5.12. (Left) A table showing the four possible outcomes of a tumor diagnosis. (Right)
The ROC represented by the dashed line represents a random diagnosis. The upper curve
represents an improved diagnosis. The better the diagnosis, the larger is the integrated area
under the ROC.



232 GENERAL IMAGE CHARACTERISTICS

The ROC plots the fraction of true positives versus the fraction of false positives
for a series of images acquired under different conditions, or with different values
of the image spatial resolution and SNR, for example. The area under the ROC is a
measure of the effectiveness of the imaging system and/or the radiologist: the greater
the area under the curve, the more effective is the diagnosis.



Appendix A

The Fourier Transform

A.1. INTRODUCTION

The Fourier transform is an integral part of data processing in each of the image
modalities studied. In X-ray CT, SPECT, and PET, filtered backprojection recon-
struction is implemented using a Fourier transform. In ultrasonic imaging, spectral
Doppler graphs are produced by Fourier transformation of the acquired time-domain
signals. In MRI, the acquired spatial frequency-domain signals are inverse-Fourier-
transformed to give the image. This Appendix summarizes the basis mathematics and
properties of the Fourier transform.

A.2. FOURIER TRANSFORMATION OF TIME-DOMAIN
AND SPATIAL FREQUENCY-DOMAIN SIGNALS

The forward Fourier transform of a time-domain signal s(r) is given by

S(f) = f °° s@)e T dy (A.1)

0

The inverse Fourier transform of a frequency-domain signal S(f) is represented by

s@t) = % f ” S(f)etihdf (A2)
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Similarly, the forward Fourier transform of a spatial-domain signal o(x) has the form

Sk) = / p(x)e PR dx (A3)

The corresponding inverse Fourier transform of a spatial frequency-domain signal
S(k) can be expressed as

o(x) = / S(kyetiT gk (A4)

-0

Some useful Fourier pairs are shown in Figure A.1.
Signals are often acquired in more than one dimension, and image reconstruction
then requires multidimensional Fourier transformation:

o0 o0 .
Sy, ky) = / / plx, y)e 2 bx b)) gy dy (A.5)
—00 ¥ —00

i&(r—nm) ‘Z:_’i&(f—f’)

Comb NOl I XX ) S l ’ I I ‘no Comb
2a
a’ +4m*f?

Exponential Lorentzian

=

e ™ \/:e a
a
Gaussian = Gaussian
M(x) — sin(mk)

nk Sinc

Rectangular |

FIGURE A.1. Some Fourier transform pairs commonly encountered in imaging methods. For
example, the comb function represents the process of the discrete sampling of a continuous
signal. A negative exponential characterizes spin-spin relaxation of MRI signals, as well as ra-
dioactive decay. The beam profile in ultrasound is often Gaussian, as is the line spread function
in many imaging modalities. Finally, the rectangular function describes truncation effects in the
total number of time-domain data points acquired in MRI, for example.



A.2. FOURIER TRANSFORMATION OF TIME-DOMAIN 235
o0 [o.¢] X
p(x,y) = f f Sy, ky)et 7kt g dk, (A.6)
—00 v —00
o0 o0 o0 .
Sk, ky, k) = / / / plx,y, 2)e I lkexthyythiz) g o dy dz (A7)
—00 v —00 v —00

oo o0 o0 .
p(x,y,2) = f f f Sty ky, ket kxtoy b gy di dk, (A.8)
—00 v —00 V —00

These higher-dimension Fourier transforms can be expressed, and implemented, as
sequential one-dimensional transforms along the respective dimensions. For example,
this means that a two-dimensional Fourier transform of a function f(x, y) can be
implemented by first carrying out a one-dimensional Fourier transform along the
x axis and then the second Fourier transform along the y axis.

A.2.1. Useful Properties of the Fourier Transform

There are a number of mathematical properties of the Fourier transform that are
extremely useful in analyzing the signals acquired using different imaging techniques.
The following list is not exhaustive, but highlights relevant properties for the imaging
systems covered in this book.

1. Linearity. The Fourier transform of two additive functions is also additive:

asi(t) + bs;(t) & aSi(f) + bS2(f)

(A.9)
api(x) + bpy(x) < aS(k) + bSy (k)
where 4 represents the Fourier transform This theorem is useful in considering, for
example, timé-domain Doppler ultrasound signals, which consist of many frequency
components, each frequency component having a different amplitude. The linearity
property means that the relative amplitudes of these components are maintained when
the data are Fourier-transformed into the frequency domain.
2. Convolution. If two time-domain sighals are multiplied together, then the
frequency-domain signal is the convolution of the two individual Fourier-transformed
components:

51(1)s2(1) & $1(f) * $2(f) (A.10)

where * represents a convolution. The convolution f(x) of two functions p(x) and
q(x) is defined as

o0

Foo) = p(x)*q(x)=f pGx =) (@) dr (A1)

—00

One example is the real component of the time-domain NMR signal, which can
be represented by a cosine function multiplied by a negative exponential due to T}
relaxation. The frequency-domain signal is given by the convolution of a delta function
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(the Fourier transform of a cosine function) with a Lorentzian function (the Fourier
transform of an exponential function).

3. Parseval’s theorem: The total energy of a function in the time domain/spatial
domain is the same as the total energy of the Fourier transform of that function in the
frequency domain/spatial frequency domain:

f Is (02 = f IS CHRAS

—00

f lp ()2 dx = f 1S ()2 dk

-0 —0Q

(A.12)

An example of Parseval’s theorem can also be found in NMR, in which the amplitude
of the signal directly after an RF pulse is proportional to the integrated area of the
NMR spectrum after Fourier transformation.

4. Scaling law. If a time-domain signal is expanded by some factor, then its Fourier
transform is compressed by the same factor:

s(at) & LS (i) (A.13)

la| a

For example, in MR, if the T} value of tissue is increased through better shimming,
the time-domain signal decays to zero more slowly, and the corresponding frequency-
domain spectrum is narrower.



Appendix B

Backprojection and
Filtered Backprojection

B.1. INTRODUCTION

The problem of reconstructing a two-dimensional image from a series of one-
dimensional projections is common to a number of imaging modalities. Of those
covered in this book, CT, SPECT, and PET produce data exclusively as a series of
projections, and, less commonly, MRI projection reconstruction sequences are used,
typically for imaging samples with very short 7; values. In each of these methods a
number of one-dimensional projections, pi, ps, ..., Px, are acquired with the detec-
tor oriented at different angles with respect to the object, as shown in Figure B.1. In
the following analyses, the object is represented as a function f(x, y), in which the
spatially dependent values of f correspond to the distribution of radiopharmaceutical
in SPECT or PET or attenuation coefficients in X-ray CT.

The coordinate system in the measurement frame is represented by (r, s), where r
is the direction parallel to the detector and s is the direction along the ray sum at 90°
to the r dimension. The angle between the x and r axes is denoted as ¢, and so by
simple trigonometry

r =xcos¢ + ysin
.¢ ysing B.1)
s = —xsin¢ + ycos¢

The measured projection is denoted by p(r, ¢). Projections are acquired at different
values of ¢ until coverage over a range of 180° or 360°, depending upon the particular
application, has been reached. A number of schemes exist for the reconstruction of
the image, covered in the following sections.
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FIGURE B.1. The coordinate system used for analyzing backprojection algorithms. The object
can be represented as f(x, y), where x and y represent the image coordinates. Successive
projections of the object are obtained with the detector aligned at different values of the angle ¢.

B.2. BACKPROJECTION

Simple backprojection of the acquired projections corresponds to direct implementa-
tion of the inverse Radon transform. Backprojection assigns an equal weighting to the
pixels contributing to each point in a particular projection. This process is repeated for
all of the projections, and the pixel intensities are summed to give the reconstructed
image f(x, y). Mathematically, f(x, y) can be represented as

Foeyy=) pir,¢,)d¢ (B.2)
j=1

where n is the number of projections. Figure B.2 shows the typical artifacts associated
with simple backprojection.

The backprojected image of a well-known model of the head, the Shepp-Logan
phantom, is shown in Figure B.3. This phantom is often used to assess the effect of
newly developed reconstruction algorithms and consists of a set of ellipses: the largest
outer ellipse represents the head, with smaller ellipses representing features within the
head. Notice that, in addition to blurring the edges of the image, the contrast within
the phantom is also greatly reduced by simple backprojection.
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FIGURE B.2. (a} A series of projections Py—P4 acquired for a simple circular object. The dashed
lines represent the FOV of the image. (b) A simple backprojection reconstruction using only
projections Py and Ps. (c) The “star artifact” produced by the reconstruction of a moderate
number of projections. (d) The radial blurring produced using simple backprojection of an infinite
number of projections.

B.3. FILTERED BACKPROJECTION

The widely implemented method of filtered backprojection consists in applying a
filter to each projection before backprojection in order to reduce the artifacts asso-
ciated with simple backprojection. One of the most common implementations uses
the Ramachandran-Lakshminarayanan (Ram-Lak) filter. If the filter is applied in the
spatial domain, then the filtered projection p’(r, ¢) can be represented as

p'(r, @) = p(r, $) x h(r) (B.3)

FIGURE B.3. An image (night), obtained using backprojection, of the Shepp-Logan phantom
(left) shows considerable blurring and contrast loss.
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p(r,9) p'(r.9)
h(r)

FIGURE B.4. The effact of convolving a projection pir, ¢} with the spatial filter function hir). The
negative lobe in the filtered projection minimizes the “star artifact” in the reconstructed image.

The expression for h(r), the Ram-Lak filter, is given by

. 1 . r 1 .2 _r_
h(r) = 2(d—r)2[smc(d_r)] - m[smc (Zdr)] (B.4)

where dr is the sampling interval along the r axis. The form of A(r) is shown in
Figure B.4. After filtering, the projections are then backprojected as described pre-
viously. The major effect of the convolution of p(r, ¢) with A(r) is to decrease the
intensity of the “star artifact” produced by simple backprojection.

Because the mathematical process of convolution is computationally intensive, in
practice filtered backprojection is carried out in the spatial frequency domain using
fast Fourier transform methods. Convolution in the spatial domain is equivalent to
multiplication in the spatial frequency domain, and multiplication can be performed
much faster computationally than convolution. Each projection p(r, ¢) is Fourier-
transformed along the r dimension to give P(k, ¢), and then P(k, ¢) is multiplied by
H(k), the Fourier transform of h(r), to give P’(k, ¢):

P'(k, ¢) = P(k, $)H(k) (B.5)

The filtered projections P’(k, ¢), are inverse-Fourier-transformed back into the spatial
domain and backprojected to give the final image f(x, y):

Fxy) =) F Pk ¢)) dp (B.6)
j=1
where F~! represents an inverse Fourier transform. The expression for H(k) in equa-
tion (B.5) is given by
H(k) = |k| rect(k) (B.7)

where:

rect(k) = 1 if |k] <05
= -1 if |k} =05

(B.8)
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FIGURE B.5. Some common filter functions used for backprojection. 1, Ram-Lak; 2, Shepp—
Logan; 3, low-pass cosine; and 4, generalized Hamming.

The form of H(k) in the spatial frequency domain is shown in Figure B.5. As can
be appreciated, this filter does not have very desirable noise characteristics because
it amplifies high spatial frequencies. In order to improve the noise performance of
the filter, the amplification of high spatial frequencies can be reduced, resulting in
commonly used functions such as Shepp-Logan, low-pass cosine, or generalized
Hamming filters, which are also shown in Figure B.5.

Figure B.6 compares the results of filtered backprojection of the Shepp—Logan
phantom with a Ram-Lak and a Hamming filter.

FIGURE B.6. Filtered backprojections of the Shepp-Logan phantom using (left) the Ram-Lak
filter and (right) a gerieralized Hamming filter. Results using the Hamming filter give a higher SNR
image, but one which is also more blurred.
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(@)

(b) © G (e)

FIGURE B.7. The effect of the number of projections on the final image using filtered backpro-
jection with a Shepp-Logan filter. (a) The original Shepp-Logan phantom. (b—€) The effect of
increasing the number of projections for reconstruction: (b) 20 projections, (c) 45 projections,
(d) 90 projections, and (e} 180 projections.

An important data acquisition parameter is the number of projections required to
produce a high-quality image. If too few projections are acquired, then significant
image artifacts occur in data reconstruction. Figure B.7 shows examples of these
so-called “streak” artifacts.

A common method of displaying projection data is called a sinogram, in which
the projections are plotted as a function of the angle ¢. In order to reduce the

FIGURE B.8. Sinogram from a Shepp-Logan phantom.
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dimensionality of the plot, the projections are plotted with the signal amplitude
represented by the brightness of the sinogram, with a high amplitude corresponding to
a bright pixel and a low amplitude to a dark pixel. Figure B.8 shows a sinogram from
the Shepp—Logan phantom used in the previous examples. Sinograms can be used to
detect the presence of patient motion, which is visible as a signal discontinuity. Such
motions can cause severe artifacts in the reconstructed images.



ABBREVIATIONS

ACD
AEC
BBB
BGO
BOLD
CBF
CCD
CMRO;,
CNR
CR
CSF
CSI
CT
CTDI
CcwW
CZT
DNA
DOF
DQE
DR
DSA
DTPA
EPI
ESF
FDG
FID
FLASH
fMRI
FOV
FPD
FWHM
GI

analog-to-digital

annihilation coincidence detection
automatic exposure control

blood brain barrier

bismuth germanate

blood oxygen level dependent
cerebral blood flow

charge coupled device

cerebral metabolic rate of oxygen
contrast-to-noise ratio

computed radiography
cerebrospinal fluid

chemical shift imaging

computed tomography

computed tomography dose index
continuous wave

cadmium lead telluride
deoxyribonucleic acid
depth-of-focus

detective quantum efficiency
digital radiography

digital subtraction angiography
diethylenetriaminepentaacetic acid
echo planar imaging

edge spread function
fluorodeoxyglucose

free induction decay

fast low angle shot

functional magnetic resonance imaging
field-of-view

flat-panel detector
full-width-at-half-maximum
gastrointestinal
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HSA
HOCM
HVL
IVP
kV,
LED
LOCM
LSF
MAA
MIP
MRA
MRI
MSE
MTF
NEX
NFB
NMR
oD
PC
PET
PHA
PMT
PRESS
PRR
PSF
PSPMT
PVDF
PZT
QF
RBC
RES
RF
ROC
ROI
SATA
SD
SNR
SPECT
SPIO
SPTA
TDC
TFT
TGC
TOF

ABBREVIATIONS

human serum albumin

high osmolarity contrast media
half value layer

Intravenous pyelogram
accelerating voltage
Light-emitting diode

low osmolarity contrast media
line spread function
macroaggregated albumin
maximum intensity projection
magnetic resonance angiography
magnetic resonance imaging
mean squared error
modulation transfer function
number of excitations
near-field boundary

nuclear magnetic resonance
optical density

phase contrast

positron emission tomography
pulse height analyzer
photomultiplier tube

point resolved spectroscopy
pulse repetition rate

point spread function

position sensitive photomultiplier tube
polyvinylidine difluoride

lead zirconate titanate

quality factor

red blood cell
reticuloendothelial system
radiofrequency

receiver operating curve
region-of-interest

spatial average temporal average
standard deviation
signal-to-noise ratio

single photon emission computed tomography
superparamagnetic iron oxide
spatial peak temporal average
time-domain correlation
thin-film transistor

time-gain compensation
time-of-flight
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A
Annihilation coincidence detection, 90,
93-94

Antiscatter grid, 2, 15-17, 23, 25
Arrays, transducer, 125-128
Artifacts, image

Ultrasound, 133-134

CT, 39

SPECT, 78-79
Attenuated inverse Radon transform, 78
Attenuation coefficient, ultrasound, 115-116
Attenuation coefficient, X-ray, 12-15
Attenuation correction, PET, 95
Attenuation correction, SPECT, 78-79
Attenuation of ultrasound, 115
Auger electrons, 11
Automatic exposure control (AEC), 20
Axial resolution, ultrasound, 124-125

B

Backprojection, 34, 39, 45, 237-239

Backscattered energy, ultrasound, 108

Bandwidth, ultrasound transducer, 118-119

Barium sulfate contrast medium, 26-27

Beam forming, 128-130

Beam geometry, 119-121

Beam hardening, 15, 32, 39

Beta particle emission, 61

Bevel angle, X-ray anode, 4, 5

Biodistribution of radiopharmaceuticals, 57,
65-66

Bipolar gradients, 203205

Birdcage coil, 187-188

Bismuth germanate crystals, PET, 91-92

Bismuth germanate detectors, spiral CT, 44

Bloch equations, 167168

Blood-brain barrier (BBB), 49, 81

Blood-oxygen-level-dependent (BOLD)
imaging, 209-210

Boltzmann distribution, 161

Bone scanning, 82-83
Brain, imaging
CT, 4849
Nuclear medicine, 58, 59, 80-82
PET, 99-100
MRI, 211
Breast, imaging, 32-33, 148-149
Brehmsstrahlung radiation, 7-8
Brownian motion, 192
Bucky factor, 17
Butterworth filter, 79-80

C
Cancer, deterministic effects, 47
Cancer, stochastic effects, 47
Cardiac, imaging (see Heart, imaging)
Cardiac stress test, 84-85
Cesium iodide (CsI) scintillator, 21
Characteristic acoustic impedance,
110-112, 119

Characteristic curve, 19
Characteristic radiation, X-ray, 8-9, 72
Charged coupled device (CCD), 33
Charged-particle bombardment, 61
Chemical shift imaging (CSI), 207-208
Cirrhosis, 87-88, 212
Classical description of NMR, 162-163
Clinical applications

CT, 48-50

MRI, 210-214

Nuclear medicine, 80-89

PET, 99-101

Ultrasound, 148-151

X-ray, 1, 5, 32-33
Clutter, 134
Coherent scattering, 9, S8
Coincidence resolving time, 94
Collimators, nuclear medicine, 66-68, 74

Converging, 68

Diverging, 68
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Collimators, nuclear medicine (cont.)
Parallel-hole, 66, 67, 68
Pinhole, 68—69
Collimators, X-ray, 1, 15, 34
Color Doppler, 142-143
Color velocity imaging, 143-145
Comb function, 234
Compound imaging, 135-136
Compton scattering, 9-11, 14, 16, 25, 58, 71,
74,97
Computed radiography, 20-21
Computed tomography, 1-2, 34-50
Computed tomography dose index (CTDI),
48
Continuous wave Doppler, 138-140
Contrast agents
MRI, 199-202, 210
Ultrasound, 145-147
X-ray, 26-27
Contrast-to-noise ratio (CNR), 228
MRI, 199
Nuclear medicine, 74
Ultrasound, 135
X-ray, 16, 25-26
Converging collimator, 68
Convolution property, Fourier transform,
235
Correlation time, molecular, 192
Coverage, X-ray, 5
Cryogenic cooling, magnet, 184
CT number, 35, 40
Cyclotron, 61, 90-91

D
D/og E curve, 19
Damping, transducer, 118-124, 135
Dead time, 72
Deadtime loss (DTL), 96
Demodulator
Homodyne, 138-139
Heterodyne, 138-140, 172-173
Depth-of-focus, 123-124
Detective quantum efficiency, 21-22
Diffusion-weighted imaging, 205-206, 211
Digital fluoroscopy, 31
Digital mammography, 33
Digital radiography, 21-22
Digital subtraction angiography, 28-29
Diverging collimator, 68
Doppler ultrasound, 107, 115, 136-143, 149
Color, 142-143
Continuous wave, 138-140
Pulsed mode, 140-142
Dual-energy imaging, X-ray, 31-32

Dual-isotope nuclear medicine, 83
Duplex uitrasound, 142-143
Dynamic focusing, 127

E

Echo time (TE), 189

Echo-planar imaging, 196-197, 209
Eddy currents, 186

Edge detection, 230-231

Edge spread function, 224

Effective atomic number, 9, 13
Effective dose equivalent, 4748
Effective focal spot size, 4, 23-24
Effective X-ray energy, 9, 36
Electron capture, 62

Energy resolution, nuclear medicine, 71-72
Energy spectrum, X-ray, 9

Emst angle, 195

Exposure of X-ray film, 20

F
Fan-beam collimator, 77
Fan-beam reconstruction, 36, 40, 46
Faraday’s law, 166
Fast low-angle shot (FLASH), 194-195
Ferromagnetic MRI contrast agents, 201-202
Film gamma, 20
Film latitude, 20
Film, X-ray, 19
Filters, postprocessing, 73, 79-80,
229-231
Filtered backprojection, 39, 94, 239-243
Fluorodeoxyglucose (FDG), 89-90,
99-101
Fluoroscopy, X-ray, 29-30
f-number, transducer, 121
Focal distance, 121
Focal plane, 121
Focal spot size (see Effective focal spot size)
Focused ultrasound transducers, 121
Focusing strength, transducer, 122-123,
135, 135
Fog level, X-ray film, 19
Fourier transform, 172, 233-236
Convolution, 235-236
Linearity, 235
Parseval’s theorum, 236
Scaling law, 236
Frame rate, 30, 107, 131
Fraunhofer zone, 120
Free induction decay (FID), 172
Frequency encoding, 178-179
Frequency selective RF pulses, 177
Fresnel zone, 120



Full-width-half-maximum (FWHM), 74-75,
77,174
Functional MRI (fMRI), 208-210

G

Gadolinium DTPA, MRI contrast agent,
200-201, 210

Gadolinium rare earth screens, 18

Gallium citrate, 83

Gamma camera, 57-58, 66-73

Gamma rays, 57, 58, 62

Gastrointestinal (GI) tract, imaging, 26, 33

Geometric efficiency, nuclear medicine, 68, 72

Geometric unsharpness, 23, 33

Gradient echo imaging, 193-196

Grating lobes, transducer arrays, 125126

Grid ratio, 16—17

Gynecology, imaging applications, 148

Gyromagnetic ratio, 159, 162

Gyroscope, 162

H
Half-life
Biological, 60
Effective, 60
Radionuclide, 60
Half-value layer, X-ray, 14-15
Half-value layer, nuclear medicine, 61
Hamming filter, 241
Harmonic imaging, 146147
Heart, imaging
MR], 213-214
PET, 100-101
SPECT, 84-86
Ultrasound, 150-151
Heel effect, 6
Helical CT (see Spiral CT)
Heterodyne demodulator, Doppler, 138-140
High-osmolarity contrast media (HOCM), 27
High-quality (HQ) mode, CT, 46
High-speed (HS) mode, CT, 46
Homodyne demodulator, Doppler, 138-139

I

11y DTPA-octreotide, 83

Image intensifier, 29-30

Intensifying screen, X-ray, 17-18, 23, 33
Intensity, ultrasound beam, 110, 134, 148
Intensity, X-ray, 6

Intravenous pyelogram (IVP), 1, 33-34
Inverse Radon transform, 39
Inversion-recovery measurements, 170
Iodine X-ray contrast agents, 27, 28-29
Ionization chamber, 37-38, 44
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Isotopes, 59
Iterative reconstruction, 41-43, 80

K

K-edge, 12, 18, 26, 29, 33

Kidney, imaging, 88
Kidney-Urinary-Bladder (KUB) scan, 33
k-space, 179-182, 196, 197

Kupffer cells, 87

L
Laboratory frame, MRI, 87
Lag, fluorescent screens, 30
Lanthanum rare earth screens, 18
Larmor frequency, 163, 164, 170, 182
Last axial maximum, 120
Lateral resolution, ultrasound, 121-124
Lead zirconate titanate (PZT), 117-119
Lens, transducer, 121-122
Light spread function, 18, 24-25
Line integral, 39
Line spread function, 18, 69, 74, 223-224
Linear attenuation coefficient, X-ray, 12-15
Linear sequential transducer array, 125-126
Linearity property, Fourier transform, 235
Liver, imaging
CT, 49-50
Nuclear medicine, 87-88
MR], 212
Localized NMR spectroscopy, 206208
31p NMR spectroscopy, 207
Chemical shift imaging (CSI), 207-208
Point resolved spectroscopy (PRESS),
207-208
Logic pulse, PET, 94
Lorentzian NMR lineshape, 173-174, 199
Low-osmolarity contrast media (LOCM), 27
Low-pass filter, 229
Lung, imaging
CT, 49-50
nuclear medicine, 86-87
Lutetium orthosilicate crystal, 93

M
Magnetic field gradients, 157, 174-6, 182,
183-186
Active shielding, 186
Maxwell pair, 185
Saddle design, 185
Magnetic field, static, 157-158, 198
Magnetic moment, 159, 162
Magnetic resonance angiography (MRA),
202-205
Magnetic susceptibility, 169
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Magnet design, 182184

Permanent, 183

Resistive, 183-184

Superconducting, 175, 184
Magnification factor, X-ray, 24
Mammography, 32-33
Mass attenuation coefficient, X-ray, 13-15
Matching layer, transducer, 119
Maxiumum intensity projection (MIP), 203
Maxwell pair, 185
Mean square error, iterative reconstruction,

42-43
Metastable state, Technetium, 62
Modulation transfer function (MTF), 25,
224-225

Multidimensional transducer arrays, 128
Multiple coincidences, PET, 96-97
Multislice MRI, 193
Multislice PET, 98-99
Multislice spiral CT, 35, 4547
Musculoskeletal imaging, 150, 212-213

N

Near field boundary (NFB), 120

Needle biopsy, 149

Neurolite, 81

Niobium-titanium superconductor, 184
Nuclear fission, radionuclide production, 60
Nutation, 165

Nyquist frequency, 80, 142, 144

o

Obstetrics, imaging applications, 148
Oncoscint, 84

Operating frequencies, ultrasound, 107, 134
Optical density, 19

P

Paramagnetic MRI contrast agents, 200-201

Parseval’s theorum, 236

Particle displacement, 109

Particle velocity, ultrasound, 110

Penumbra, X-ray, 23-24

Perfusion, lung, 86-87

Permanent magnets, 183

Phantoms, quality control, 220-221

Phase coherence, 165, 169, 178

Phase encoding, 178

Phase contrast angiography, 203-205

Phased array MRI coils, 187

Phased array transducers, 126-128

Photoelectric interactions, 11-12, 29,
30, 58

Photoelectrons, 11-12, 30

Photomultiplier tubes, 58, 69-70, 91

Photopeak, 71-72

Photostimulable phosphor, 21

Piezoelectric crystal, 117

Pinhole collimator, 6869

Point resotved spectroscopy (PRESS), 207-208

Point spread function, 25, 74, 199, 220-222, 228

Poisson statistics, 22, 73, 225-227

Polyvinyldifluoride (PVDF), 119

Position sensitive photomultiplier tube
(PSPMT), 70

Positron annihilation, 59, 89

Positron emission tomography (PET), 59,
89-101

Positron range in tissue, 89, 97

Positron-emitting radiopharmaceuticals, 90-91

Power Doppler, 143

Precession, 157, 162164, 167

Proton density weighted imaging, 191

Pulse height analyzer, 71-72, 93-94

Pulse inversion techniques, 147

Pulse repetition rate, ultrasound, 142

Pulsed-mode Doppler instrumentation, 140142

Q
Quadrature demodulation, 138-140, 172-173

Quality (Q) factor, ultrasound transducer, 119

Quantum mechanical description of NMR,
158-162

Quantum mottle, 22, 29

R
Radiation dose, 32, 47-48
Radiation sensitivity, 47
Radioactive decay, 6062
Radioactive dose, 73
Radioactive half-life, 60
Radioactivity, 59, 60 )
Radiofrequency coils, 166, 182, 186-189, 198
Birdcage coil, 187188
Phased array coils, 187
Surface coil, 187-188
Radiofrequency field, By, 164
Radionuclide production, 60-61
Nuclear Fission, 60
Charged particle bombardment, 61
Generator, 61
Radionuclides, properties, 63
Radionuclides, PET, 90-91
Radiopharmaceuticals, 57
Radiotracers (see Radiopharmaceuticals)
Radon transform, 39, 238-239
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filter, 239-240

Rayleigh resolution criterion, 223

Rayleigh scattering, 115

Receiver operating curve (ROC), 231-232

Reflection, intensity coefficient, 112, 113

Reflection, pressure coefficient, 111, 113

Reflection, ultrasound, 111-113

Refraction, ultrasound, 113, 134

Regional cerebral blood flow (fCBF), 99

Relaxation, ultrasound absorption, 114-115

Repetition time (TR), 189

Resistive magnets, 183-184

Resolution enhancement, 229-230

Resonance, microbubbles, 145-146

Reticuloendothelial system (RES), 87, 88, 212

Reverberation artifact, ultrasound, 133

Rotating gamma camera, 76

Rotating reference frame, 165

S
Saddle design, gradient, 185
Scaling law, Fourier transform, 118, 236
Scanner generations, CT, 35-37
Scatter correction, PET, 97
Scatter correction, SPECT, 78
Scattering cross-section, ultrasound,
115, 145
Scintillation crystal, PET, 91-93
Scintillation crystal, nuclear medicine, 58,
69-70
Shepp-Logan filter, 241
Shepp-Logan phantom, 238-239, 243
Shielding constant, 174
Shim coils, 184
Side lobes, transducer, 120
Signal averaging, 227-228
Signal-to-noise ratio, 225-228
MR, 198-199
Nuclear medicine, 73
Ultrasound, 134-135
X-ray, 18, 22-23
Single crystal transducers, 117-119
Single photon emission computed tomography
(SPECT), 58, 75-80
Sinogram, 242-243
Slice selection, MRI, 176178
Slice thickness, MRI, 177
Smoothing filters (see low-pass filters)
SonoCT, 135-136
Spatial average temporal average (SATA),
148
Spatial frequency, 224-225
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Spatial resolution, 220-224
MRI, 199
Nuclear medicine, 66, 68, 74
Ultrasound, 121125, 134-135
PET, 97-98
X-ray, 4, 18, 23-24
CT, 35
Speckle, 134,228
Spectral density, 192-193
Speed of sound in tissue, 108-109
Speed of sound in PZT, 117, 118
Spin-echo imaging, 189-190
Spin-echo pulse sequence, 170-171
Spin-lattice relaxation time (T;), 167-171,
191-193
Spin quantum number, 159
Spin-spin relaxation time (T3), 167-171,
191-193
Spiral CT, 4345
Spiral imaging, MRI, 197
Spiral pitch, CT, 44, 46
Star artifact in backprojection, 239
Strip line density, 16-17
Subwindow, nuclear medicine, 78
Superconducting magnet, 175, 184
Superparamagnetic MRI contrast agents,
201-202
Surface coils, 187-188

T
T; (see spin-lattice relaxation time)
T (see spin-spin relaxation time)
T)-weighted imaging, 190-191
Ta-weighted imaging, 190-191
Technetium generator, 61-65
Technetium radiopharmaceuticals
9mTc-DTPA 80, 88
99mTc-glucoheptonate, 80, 88
99mTc- HMPAO (Ceretec), 80, 82
99mTc jabeled microaggregated albumin, 86
99mTc-labeled red blood cells, 88
99mT¢-labeled sulfur colloid, 87-88
#mTc MAGS3, 88
99mTc-phosphonates, 82
99N T sestamibi (Cardiolite), 84
99MTc-tetrafosmin (Myoview), 84
Thallious chloride, 83, 85-86
Thin-film transistor (TFT) arrays, 21
Three-dimensional imaging
CT, 43-47
MRI, 195-196
PET, 98-99
Ultrasound, 132-133
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Time-domain correlation, 143-145
Time-gain compensation, 129-130
Time-of-flight (TOF) angiography, 202-203
Tip angle, 165
Tissue compressibility, 109
Tissue density, 109
Tomography, 34
Transducers, ultrasound

Single crystal, 116-119

Arrays, 125-128
Transmission, intensity coefficient,

111,113
Transmission, pressure coefficient,
111, 113

Transmit /receive switch, 186
Tube current, X-ray, 5-6, 22, 37
Tube output, X-ray, 6
Tumor, imaging

CT, 48-49

MRI, 199, 201

Nuclear medicine, 83-84

PET, 100-101

v
Vector model, MRI, 164166
Ventilation/perfusion studies, 86-87

W
Wave equation, 109
Wiener filter, 31

X
133Xe imaging, 86-87
Xenon ionization chamber, 37-38, 44
X-ray energy spectrum, 7-9
X-ray film, 17, 19-20
Contrast, 19-20
Latitude, 20
Speed, 20
X-ray source, 2-5

z

Zeeman splitting, 160
z-interpolation, 47
z-signal, 71-72



ABBREVIATIONS

L

A/D analog-to-digital

ACD annihilation coincidence detection
AEC automatic exposure control

BBB blood brain barrier

BGO bismuth germanate

BOLD blood oxygen level dependent
CBF cerebral blood flow

CCD charge coupled device

CMRO;  cerebral metabolic rate of oxygen
CNR contrast-to-noise ratio

CR computed radiography

CSF cerebrospinal fluid

CSt chemical shift imaging

CT computed tomography

CTDI1 computed tomography dose index
Ccw continuous wave

CZT cadmium lead telluride

DNA deoxyribonucleic acid

DOF depth-of-focus

DQE detective quantum efficiency

DR digital radiography

DSA digital subtraction angiography
DTPA diethylenetriaminepentaacetic acid
EP1 echo planar imaging

ESF edge spread function

FDG fluorodeoxyglucose

FID free induction decay

FLASH fast low angle shot

fMRI functional magnetic resonance imaging
FOV field-of-view

FPD flat-pane} detector

FWHM full-width-at-half-maximum

GI gastrointestinal
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HSA
HOCM
HVL
IVP
kv,
LED
LOCM
LSF
MAA
MIP
MRA
MRI
MSE
MTF
NEX
NFB
NMR
oD
PC
PET
PHA
PMT
PRESS
PRR
PSF
PSPMT
PVDF
PZT
QF
RBC
RES
RF
ROC
ROI
SATA
SD
SNR
SPECT
SPIO
SPTA
TDC
TFT
TGC
TOF

ABBREVIATIONS

human serum albumin

high osmolarity contrast media
half value layer

Intravenous pyelogram
accelerating voltage
Light-emitting diode

low osmolarity contrast media
line spread function
macroaggregated albumin
maximum intensity projection
magnetic resonance angiography
magnetic resonance imaging
mean squared error
modulation transfer function
number of excitations
near-field boundary

nuclear magnetic resonance
optical density

phase contrast

positron emission tomography
pulse height analyzer
photomultiplier tube

point resolved spectroscopy
pulse repetition rate

point spread function

position sensitive photomultiplier tube
polyvinylidine difluoride

lead zirconate titanate

quality factor

red blood cell
reticuloendothelial system
radiofrequency

receiver operating curve
region-of-interest

spatial average temporal average
standard deviation
signal-to-noise ratio

single photon emission computed tomography
superparamagnetic iron oxide
spatial peak temporal average
time-domain correlation
thin-film transistor

time-gain compensation
time-of-flight



A
Annijhilation coincidence detection, 90,
93-94

Antiscatter grid, 2, 15-17, 23, 25
Arrays, transducer, 125-128
Artifacts, image

Ultrasound, 133134

CT, 39

SPECT, 78-79
Attenuated inverse Radon transform, 78
Attenuation coefficient, ultrasound, 115-116
Autenuation coefficient, X-ray, 12-15
Attenuation correction, PET, 95
Attenuation correction, SPECT, 78-79
Attenuation of ultrasound, 115
Auger electrons, 11
Automatic exposure control (AEC), 20
Axial resolution, ultrasound, 124125

B

Backprojection, 34, 39, 45, 237-239

Backscattered energy, ultrasound, 108

Bandwidth, ultrasound transducer, 118-119

Barium sulfate contrast medium, 26-27

Beam forming, 128-130

Beam geometry, 119-121

Beam hardening, 15, 32, 39

Beta particle emission, 61

Bevel angle, X-ray anode, 4, 5

Biodistribution of radiopharmaceuticals, 57,
65-66

Bipolar gradients, 203-205

Birdcage coil, 187-188

Bismuth germanate crystals, PET, 91-92

Bismuth germanate detectors, spiral CT, 44

Bloch equations, 167-168

Blood-brain barrier (BBB), 49, 81

Blood-oxygen-level-dependent (BOLD)
imaging, 209-210

Boltzmann distribution, 161
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Bone scanning, 82-83
Brain, imaging
CT, 48-49
Nuclear medicine, 58, 59, 80-82
PET, 99-100
MRI, 211
Breast, imaging, 32-33, 148-149
Brehmsstrahlung radiation, 7-8
Brownian motion, 192
Bucky factor, 17
Butterworth filter, 79-80

C
Cancer, deterministic effects, 47
Cancer, stochastic effects, 47
Cardiac, imaging (see Heart, imaging)
Cardiac stress test, 84-85
Cesium iodide (CslI) scintillator, 21
Characteristic acoustic impedance,
110-112,119

Characteristic curve, 19
Characteristic radiation, X-ray, 8-9, 72
Charged coupled device (CCD), 33
Charged-particle bombardment, 61
Chemical shift imaging (CSI), 207-208
Cirrhosis, 87-88, 212
Classical description of NMR, 162163
Clinical applications

CT, 48-50

MRI, 210-214

Nuclear medicine, 80-89

PET, 99-101

Ultrasound, 148-151

X-ray, 1, 5, 32-33
Clutter, 134
Coherent scattering, 9, 58
Coincidence resolving time, 94
Collimators, nuclear medicine, 66-68, 74

Converging, 68

Diverging, 68
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Collimators, nuclear medicine (cont.)
Parallel-hole, 66, 67, 68
Pinhole, 68-69
Collimators, X-ray, 1, 15, 34
Color Doppler, 142-143
Color velocity imaging, 143-145
Comb function, 234
Compound imaging, 135-136
Compton scattering, 9-11, 14, 16, 25, 58, 71,
74,97
Computed radiography, 20-21
Computed tomography, 1-2, 34-50
Computed tomography dose index (CTDI1),
48
Continuous wave Doppler, 138-140
Contrast agents
MRI, 199-202, 210
Ultrasound, 145-147
X-ray, 26-27
Contrast-to-noise ratio (CNR), 228
MRI, 199
Nuciear medicine, 74
Ultrasound, 135
X-ray, 16, 25-26
Converging collimator, 68
Convolution property, Fourier transform,
235
Correlation time, molecular, 192
Coverage, X-ray, 5
Cryogenic cooling, magnet, 184
CT number, 35, 40
Cyclotron, 61, 90-91

D
D/log E curve, 19
Damping, transducer, 118-124, 135
Dead time, 72
Deadtime loss (DTL.), 96
Demodulator
Homodyne, 138~139
Heterodyne, 138-140, 172-173
Depth-of-focus, 123-124
Detective quantum efficiency, 21-22
Diffusion-weighted imaging, 205-206, 211
Digital fluoroscopy, 31
Digital mammography, 33
Digital radiography, 21-22
Digital subtraction angiography, 28-29
Diverging collimator, 68
Doppler ultrasound, 107, 115, 136-143, 149
Color, 142-143
Continuous wave, 138-140
Pulsed mode, 140-142
Dual-energy imaging, X-ray, 31-32

Dual-isotope nuclear medicine, 83
Duplex ultrasound, 142-143
Dynamic focusing, 127

E

Echo time (TE), 189

Echo-planar imaging, 196-197, 209
Eddy currents, 186

Edge detection, 230-231

Edge spread function, 224

Effective atomic number, 9, 13
Effective dose equivalent, 4748
Effective focal spot size, 4, 23-24
Effective X-ray energy, 9, 36
Electron capture, 62

Energy resolution, nuclear medicine, 71-72
Energy spectrum, X-ray, 9

Emst angle, 195

Exposure of X-ray film, 20

F
Fan-beam collimator, 77
Fan-beam reconstruction, 36, 40, 46
Faraday’s law, 166
Fast low-angle shot (FLASH), 194-195
Ferromagnetic MRI contrast agents, 201-202
Film gamma, 20
Film latitude, 20
Film, X-ray, 19
Filters, postprocessing, 73, 79-80,
229-231
Filtered backprojection, 39, 94, 239-243
Fluorodeoxyglucose (FDG), 89-90,
99-101
Fluoroscopy, X-ray, 29-30
f-number, transducer, 121
Focal distance, 121
Focal plane, 121
Focal spot size (see Effective focal spot size)
Focused ultrasound transducers, 121
Focusing strength, transducer, 122-123,
135, 135
Fog level, X-ray film, 19
Fourier transform, 172, 233-236
Convolution, 235-236
Linearity, 235
Parseval’s theorum, 236
Scaling law, 236
Frame rate, 30, 107, 131
Fraunhofer zone, 120
Free induction decay (FID), 172
Frequency encoding, 178-179
Frequency selective RF pulses, 177
Fresnel zone, 120



Full-width-half-maximum (FWHM), 74-75,
77,174
Functional MRI (fMRI), 208-210

G

Gadolinium DTPA, MRI contrast agent,
200-201, 210

Gadolinium rare earth screens, 18

Gallium citrate, 83

Gamma camera, 57-58, 66-73

Gamma rays, 57, 58, 62

Gastrointestinal (GI) tract, imaging, 26, 33

Geometric efficiency, nuclear medicine, 68, 72

Geometric unsharpness, 23, 33

Gradient echo imaging, 193-196

Grating lobes, transducer arrays, 125-126

Grid ratio, 1617

Gynecology, imaging applications, 148

Gyromagnetic ratio, 159, 162

Gyroscope, 162

H
Half-life
Biological, 60
Effective, 60
Radionuclide, 60
Half-value layer, X-ray, 14-15
Half-value layer, nuclear medicine, 61
Hamming filter, 241
Harmonic imaging, 146147
Heart, imaging
MRI, 213-214
PET, 100-101
SPECT, 84-86
Ultrasound, 150-151
Heel effect, 6
Helical CT (see Spiral CT)
Heterodyne demodulator, Doppler, 138-140
High-osmolarity contrast media (HOCM), 27
High-quality (HQ) mode, CT, 46
High-speed (HS) mode, CT, 46
Homodyne demodulator, Doppler, 138-139

1

Ujn DTPA-octreotide, 83

Image intensifier, 29-30

Intensifying screen, X-ray, 17-18, 23, 33
Intensity, ultrasound beam, 110, 134, 148
Intensity, X-ray, 6

Intravenous pyelogram (IVP), 1, 33-34
Inverse Radon transform, 39
Inversion-recovery measurements, 170
Iodine X-ray contrast agents, 27, 28-29
Ionization chamber, 37-38, 44
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Isotopes, 59
Iterative reconstruction, 41-43, 80

K

K-edge, 12, 18, 26, 29, 33

Kidney, imaging, 88
Kidney-Urinary-Bladder (KUB) scan, 33
k-space, 179-182, 196, 197

Kupffer cells, 87

L
Laboratory frame, MRI, 87
Lag, fluorescent screens, 30
Lanthanum rare earth screens, 18
Larmor frequency, 163, 164, 170, 182
Last axial maximum, 120
Lateral resolution, uitrasound, 121-124
Lead zirconate titanate (PZT), 117-119
Lens, transducer, 121-122
Light spread function, 18, 24-25
Line integral, 39
Line spread function, 18, 69, 74, 223-224
Linear attenuation coefficient, X-ray, 12-15
Linear sequential transducer array, 125-126
Linearity property, Fourier transform, 235
Liver, imaging
CT, 49-50
Nuclear medicine, 87-88
MRI, 212
Localized NMR spectroscopy, 206208
31p NMR spectroscopy, 207
Chemical shift imaging (CSI), 207-208
Point resolved spectroscopy (PRESS),
207-208
Logic pulse, PET, 94
Lorentzian NMR lineshape, 173-174, 199
Low-osmolarity contrast media (LOCM), 27
Low-pass filter, 229
Lung, imaging
CT, 49-50
nuclear medicine, 8687
Lutetium orthosilicate crystal, 93

M
Magnetic field gradients, 157, 174-6, 182,
183-186
Active shielding, 186
Maxwell pair, 185
Saddle design, 185
Magnetic field, static, 157158, 198
Magnetic moment, 159, 162
Magnetic resonance angiography (MRA),
202-205
Magnetic susceptibility, 169
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Magnet design, 182184

Permanent, 183

Resistive, 183-184

Superconducting, 175, 184
Magnification factor, X-ray, 24
Mammography, 32-33
Mass attenuation coefficient, X-ray, 13-15
Matching layer, transducer, 119
Maxiumum intensity projection (MIP), 203
Maxwell pair, 185
Mean square error, iterative reconstruction,

42-43
Metastable state, Technetium, 62
Modulation transfer function (MTF), 25,
224-225

Multidimensional transducer arrays, 128
Multiple coincidences, PET, 96-97
Multislice MRI, 193
Multislice PET, 98-99
Multislice spiral CT, 35, 4547
Musculoskeletal imaging, 150, 212-213

N

Near field boundary (NFB), 120

Needle biopsy, 149

Neurolite, 81

Niobium-titanium superconductor, 184
Nuclear fission, radionuclide production, 60
Nutation, 165

Nyquist frequency, 80, 142, 144

o

Obstetrics, imaging applications, 148
Oncoscint, 84

Operating frequencies, ultrasound, 107, 134
Optical density, 19

P

Paramagnetic MRI contrast agents, 200-201

Parseval’s theorum, 236

Particle displacement, 109

Particle velocity, ultrasound, 110

Penumbra, X-ray, 23-24

Perfusion, lung, 86-87

Permanent magnets, 183

Phantoms, quality control, 220-221

Phase coherence, 165, 169, 178

Phase encoding, 178

Phase contrast angiography, 203-205

Phased array MRI coils, 187

Phased array transducers, 126128

Photoelectric interactions, 11-12, 29,
30, 58

Photoelectrons, 11-12, 30

Photomultiplier tubes, 58, 69-70, 91

Photopeak, 71-72

Photostimulable phosphor, 21

Piezoelectric crystal, 117

Pinhole collimator, 6869

Point resolved spectroscopy (PRESS), 207-208

Point spread function, 25, 74, 199, 220-222, 228

Poisson statistics, 22, 73, 225-227

Polyvinyldifluoride (PVDF), 119

Position sensitive photomultiplier tube
(PSPMT), 70

Positron annihilation, 59, 89

Positron emission tomography (PET), 59,
89-101

Positron range in tissue, 89, 97

Positron-emitting radiopharmaceuticals, 90-91

Power Doppler, 143

Precession, 157, 162164, 167

Proton density weighted imaging, 191

Pulse height analyzer, 71-72, 93-94

Pulse inversion techniques, 147

Pulse repetition rate, ultrasound, 142

Pulsed-mode Doppler instrumentation, 140142

Q
Quadrature demodulation, 138-140, 172-173

Quality (Q) factor, ultrasound transducer, 119

Quantum mechanical description of NMR,
158-162

Quantum mottle, 22, 29

R
Radiation dose, 32, 47-48
Radiation sensitivity, 47
Radioactive decay, 6062
Radioactive dose, 73
Radioactive half-life, 60
Radioactivity, 59, 60
Radiofrequency coils, 166, 182, 186-189, 198
Birdcage coil, 187188
Phased array coils, 187
Surface coil, 187-188
Radiofrequency field, By, 164
Radionuclide production, 60-61
Nuclear Fission, 60
Charged particle bombardment, 61
Generator, 61
Radionuclides, properties, 63
Radionuclides, PET, 90-91
Radiopharmaceuticals, 57
Radiotracers (see Radiopharmaceuticals)
Radon transform, 39, 238-239
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fitter, 239-240

Rayleigh resolution criterion, 223

Rayleigh scattering, 115

Receiver operating curve (ROC), 231-232

Reflection, intensity coefficient, 112, 113

Refiection, pressure coefficient, 111, 113

Reflection, ultrasound, 111-113

Refraction, ultrasound, 113, 134

Regional cerebral biood fiow (rCBF), 99

Relaxation, ultrasound absorption, 114-115

Repetition time (TR), 189

Resistive magnets, 183-184

Resolution enhancement, 229-230

Resonance, microbubbles, 145-146

Reticuloendothelial system (RES), 87, 88, 212

Reverberation artifact, ultrasound, 133

Rotating gamma camera, 76

Rotating reference frame, 165

S
Saddle design, gradient, 185
Scaling law, Fourier transform, 118, 236
Scanner generations, CT, 35-37
Scatter correction, PET, 97
Scatter correction, SPECT, 78
Scattering cross-section, ultrasound,
115, 145
Scintillation crystal, PET, 91-93
Scintillation crystal, nuclear medicine, 58,
69-70
Shepp-Logan filter, 241
Shepp-Logan phantom, 238-239, 243
Shielding constant, 174
Shim coils, 184
Side lobes, transducer, 120
Signal averaging, 227-228
Signal-to-noise ratio, 225-228
MRI, 198-199
Nuclear medicine, 73
Ultrasound, 134-135
X-ray, 18,2223
Single crystal transducers, 117-119
Single photon emission computed tomography
(SPECT), 58, 75-80
Sinogram, 242-243
Slice selection, MRI, 176-178
Slice thickness, MRI, 177
Smoothing filters (see low-pass filters)
SonoCT, 135-136
Spatial average temporal average (SATA),
148
Spatial frequency, 224-225
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Spatial resolution, 220-224
MRI, 199
Nuclear medicine, 66, 68, 74
Ultrasound, 121-125, 134-135
PET, 97-98
X-ray, 4, 18, 23-24
CT, 35
Speckle, 134, 228
Spectral density, 192-193
Speed of sound in tissue, 108-109
Speed of sound in PZT, 117, 118
Spin-echo imaging, 189-190
Spin-echo pulse sequence, 170-171
Spin-lattice relaxation time (T;), 167-171,
191-193
Spin quantum number, 159
Spin-spin relaxation time (T7), 167-171,
191-193
Spiral CT, 43-45
Spiral imaging, MRI, 197
Spiral pitch, CT, 44, 46
Star artifact in backprojection, 239
Strip line density, 16-17
Subwindow, nuclear medicine, 78
Superconducting magnet, 175, 184
Superparamagnetic MRI contrast agents,
201-202
Surface coils, 187-188

T
T (see spin-lattice relaxation time)
T, (see spin-spin relaxation time)
T;-weighted imaging, 190-191
T,-weighted imaging, 190-191
Technetium generator, 61-65
Technetium radiopharmaceuticals
99mTc-DTPA 80, 88
99‘“Tc-glucoheptonate, 80, 88
99mTc-HMPAO (Ceretec), 80, 82
99mTc-labeled microaggregated albumin, 86
99mMTc_labeled red blood cells, 88
99mTc-labeled sulfur colloid, 87-88
9mTc-MAG3, 88
99mTc-phosphonates, 82
99mTc_sestamibi (Cardiolite), 84
9mTe.tetrafosmin (Myoview), 84
Thallious chloride, 83, 85-86
Thin-film transistor (TFT) arrays, 21
Three-dimensional imaging
CT, 43-47
MRI, 195-196
PET, 98-99
Ultrasound, 132-133
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Time-domain correlation, 143-145
Time-gain compensation, 129-130
Time-of-flight (TOF) angiography, 202-203
Tip angle, 165
Tissue compressibility, 109
Tissue density, 109
Tomography, 34
Transducers, uitrasound

Single crystal, 116-119

Arrays, 125-128
Transmission, intensity coefficient,

111,113
Transmission, pressure coefficient,
111,113

Transmit /receive switch, 186
Tube current, X-ray, 5-6, 22, 37
Tube output, X-ray, 6
Tumor, imaging

CT, 48-49

MR, 199, 201

Nuclear medicine, 83-84

PET, 100-101

v
Vector model, MRI, 164166
Ventilation/perfusion studies, 86-87

w
Wave equation, 109
Wiener filter, 31

X
133Xe imaging, 86-87
Xenon ionization chamber, 37-38, 44
X-ray energy spectrum, 7-9
X-ray film, 17, 19-20
Contrast, 19-20
Latitude, 20
Speed, 20
X-ray source, 2-5

YA

Zeeman splitting, 160
z-interpolation, 47
z-signal, 71-72
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